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Preface

Welcome to the 11th International Conference on Telecommunications (ICT 2004 ) host-
ed by the city of Fortaleza (Brazil).

As with other ICT events in the past, this professional meeting continues to be highly
competitive and very well perceived by the international networking community, at-
tracting excellent contributions and active participation. This year, a total of 430 papers
from 36 countries were submitted, from which 188 were accepted. Each paper was re-
viewed by several members of the ICT 2004 Technical Program Committee. We were
very pleased to receive a large percentage of top-quality contributions.

The topics of submitted papers covered a wide spectrum from photonic techniques, signal
processing, cellular networks, and wireless networks, to ad hoc networks. We believe the
ICT 2004 papers offer a wide range of solutions to key problems in telecommunications,
and describe challenging avenues for industrial research and development.

In addition to the conference regular sessions, seven tutorials and a workshop were
organized. The tutorials focused on special topics dealing with next-generation networks.
The workshop focused on particular problems and solutions in heavily distributed and
shareable environments.

We would like to thank the ICT 2004 Technical Program Committee members and
referees. Without their support, the creation of such a broad conference program would
not be possible. We also thank all the authors who made a particular effort to contribute
to ICT 2004. We truly believe that due to all these efforts the final conference program
consisted of top-quality contributions.

We are also indebted to many individuals and organizations that made this conference
possible. In particular, we would like to thank the members of the ICT 2004 Organizing
Committee for their help in all aspects of the organization of this professional meeting.

The 11th International Conference on Telecommunications was an outstanding interna-
tional forum for the exchange of ideas and results between academia and industry, and
provided a baseline for further progress in the telecommunications area.

We hope that the attendees enjoyed their stay in Brazil and were able to visit various
points of interest in this lovely country.

June 2004 José Neuman De Souza
Petre Dini
Pascal Lorenz
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Enhancing 3G Cellular Systems with User
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Abstract. In this paper the authors’ attention is on a dynamic QoS
adaptation mechanism whose functional behavior is driven by under-
lying system conditions, user exigencies and preferences. The proposed
mechanism differs from analogous systems as it dynamically estimates
the user preferences, through a “user profiling” activity, and uses the
estimated profile to dynamically adapt the resources devoted to the traf-
fic flow. The procedure is completely automated and quite fast. In this
paper the proposed mechanism is introduced into a 3G system and its
effectiveness tested under different conditions.

1 Introduction

Effectively supporting multimedia applications at guaranteed and user-tailored
QoS levels is an exigency strongly felt in advanced 3G and 4G Personal Com-
munication scenarios. The highly fluctuating radio channel conditions, jointly
with heavy resource requests deriving from multimedia users, force to think in
terms of “adaptive QoS”, or “soft QoS” [4], in contraposition to the traditional
“hard QoS” or “static QoS” idea. The present paper focuses on the possibility of
allowing both “system level” measurements and “user level” exigencies and pref-
erences to drive the dynamic QoS adaptation process. In the authors’ opinion,
the best way to implement the highlighted ideas into an evolutionary multimedia
wireless scenario is to define a distributed mechanism for QoS control. It could
be implemented between the application-related and the sub-network related
functions.

A significant activity in this field is carried on by many consortia and fo-
rums (IETF, PARLAY, EURESCOM, etc) and this testifies the high interest
for QoS related issues in advanced wired-wireless telecommunications platforms.
In our previous work we propose an adaptive QoS management mechanism [1]
and we presented just simple behavior evaluations. In this paper we propose an
experimental evaluation of this mechanism with reference to an UMTS environ-
ments This.choice is fullyjustified-because of in a cellular network, resources are
typically scarce and quickly fluctuating.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 1-6, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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This paper is organized as follows: Section 2 provides an architecture for QoS
management in generic multimedia environment. Section 3 presents our user-
profile based mechanism for QoS management. Section 4 provides the description
of the outputs of a detailed test campaign aiming at measuring the performances
of our system in an UMTS environment. Finally, in Section 5, we draw our
conclusions.

2 Distributed QoS Control Functionality

Our QoS-aware distributed functionality is strongly based on the knowledge
of the user profile describing her/his behavior and preferences. It dynamically
translates user preferences into underlying network parameters, in order to prop-
erly define the best QoS degree the end user can be provided with. Its design
is inspired by the following criteria: Subjectivity, Portability, Dynamicity, and
Automaticity.

Our QoS control architecture consists of five groups of modules. They handle
(i) parameter mappings, (ii) resource distribution, (iii) network status verifi-
cation, (iv) QoS negotiation and (v) users’ profile management. The modules
composing the architecture of our dynamic QoS control mechanism behave as
follows.

The Mapper. It transforms the application level parameters (high level pa-
rameters) setted by the user into metrics relevant to the communications network
(low level parameters) which the requested service operates on.

The Resource Manager. It carries out the following tasks: bandwidth man-
agement and transmission of high-level parameters to the network.

The Controller and the Monitor. These are always active components.
The first handles the possible presence of network faults, while the second peri-
odically extracts information describing the network status.

The Impulsive Monitor. It is activated whenever unexpected variations
of the network status occur.

The Re-negotiator. It redefines the QoS by taking into account both user
desires and network constraints.

The User Profile Manager. This is an always active component that
dynamically records the behavior of a user while she/he accesses different types
of services and suitably modifies her/his profile.

3 User Profile, Mapping, and Renegotiation

The User Profile has been constructed by referring to the theory of User Mod-
elling [2]. Particularly, our techniques for constructing and handling the user
profile are based on the assumption that, in a long period, user interests co-
incide with concepts stored in the information sources which she/he frequently
visited in the past [3]. A further, more interesting, characteristic of our approach
consists in-the exploitation,of XML for,storing and handling the User Profile;
the exploitation of XML favors data exchange over heterogeneous platforms.
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The User Profile P(u), associated with a user u, can be represented as a set of
concepts of interest for u and a set of relationships among concepts. More details
on the parameters associated to the applications are given in [1].

As previously pointed out, the Mapper is activated whenever high-level pa-
rameters have to be translated into low-level ones. The overall bandwidth the
system requires for supporting a multimedia transmission, namely B,yeran =
B, + B, + By, is an interesting index which put network layer indexes into rela-
tionship with higher layers’ parameters. B, is the bandwidth the system requires
for enabling the real time vision of a video sequence; it is computed, according to
[5], in terms of: R, and R,, the video image Horizontal and Vertical Resolution,
C, the Chrominance, L, the Luminance, and F', the video Frame Rate. B, is the
required bandwidth for supporting an audio transmission; it can be computed
in terms of Ch (current required channel number), Fr (current Sampling Fre-
quency), and Co (current Required Audio Codex). Finally, By is the bandwidth
to support a data transmission (i.e. the data bit rate)

The Re-negotiator has to compute the values of B,, B, and By that maximize
the user perceived QoS , compatibly with the network conditions.

Therefore, we need to quantify the wuser satisfaction. This is achieved

by defining the so called Satisfaction Degree Dg of a user u as: Dg =
QosnetiQOSRfmin
QOSRf'HLLL'L'_QOSRf‘nLin M

In this equation, QoS™¢! is the Quality of Service of the overall multimedia
application. It is a combination of QoS contributions from each multimedia traf-
fic component, suitably weighted by means of current values of some attributes
defined within the dynamic Profile. QoST~ and QoS%~™" represents the
maximum and the minimum overall QoS values the user is disposed to accept.
These two values are derived from the signed user SLA(Service Level Agree-
ment). For the exact calculation of these indexes the reader can refer to [1].

Dg numerator represents the distance between the actual QoS provided by
the network and the minimum QoS the user might accept; the denominator
denotes the distance between the maximum and the minimum QoS specified
by the user. In the formula if QoS™ < QoST~™i" then Dg is negative, this
implying that the connection must be interrupted. It is worth pointing out that if
QoSf—mar — QoSF—min then Dg is not defined. In this case the re-negotiation
activity makes no sense since the user requirements are given in terms of hard-
QoS constraints.

In our framework, it is compulsory to manage resource distribution for ob-
taining the highest values is possible for Dg. This task is handled as a two-
steps optimization problem: (i) the first step consists in distributing the avail-
able bandwidth among each multimedia component. This bandwidth assignment
problem is formulated as a linear programming problem. (i) The second step
consists in adjusting the high level QoS parameters of each multimedia com-
ponent in order to fit the network constraints and maximize the user QoS ex-
pectation; it is worth observing that high level QoS parameters optimization is
treated as a non linear optimization problem.

Interested reader can refer to [1] for additional analytical details.
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Fig.1. (a) Bandwidth supplied by the network in three load conditions: low
(calls/second= 0.1), medium (calls/second = 0.2) and high (calls/second = 0.4); (b)
Available video, audio and data bandwidth (0.1 calls/second).

4 Prototype and Experimental Results

In this section we will supply simulation results that demonstrate the correctness
and efficiency of our algorithm. In order to obtain such results we use an UMTS
system simulator. The UMTS reference scenario adopted during our simulation
campaign cousists of repeated modules of 4 macrocells (900m cell radius), each
one overlapping the area of 4 circular microcells (300m cell radius). We con-
sider two classes of users: pedestrian and wvehicular, respectively moving at 3
Km/h and 60 Km/h nominal speed and assume that: (i) users are originated
and enter the network following a Poisson process; (i) the users freely roam
and establish multimedia calls in the cells (i) the sojourn time of a user in a
cell is exponentially distributed. Moreover, we assume that handover events are
distributed as a decreasing exponential with mean equal to the sojourn time;
finally, we assume a perfect power control. The traffic generated by each user
in the system can be of the following types: (i) Traditional Telephone calls, (ii)
Videoconference calls characterized by voice, video, and data bearers and (%ii)
Web Browsing. A multi-tier coverage structure, supported by UMTS, has been
utilized in our simulations. We have carried out a large variety of experiments
by taking into consideration various user behaviors and QoS expectations. In
particular, the shown results refer to the case in which the traffic distribution,
keeping the percentage of vehicular (fast) users fixed at 50%, consists of 40%
of video-conference connections (with average duration of 15 minutes), 40% of
telephone calls (with average duration of 3 minutes), and 20% of Web-browsing
activities. The reference user accesses a multimedia application exploiting all
communication components (video,audio, and data). In more details, we assume
that the user exhibits a special interest in the video component, she/he gives
less importance to the audio and is not much interested in the data component.
The Figure 1(a) shows the bandwidth supplied by the network to the user as a
function,of the time. The curvessare.expressed as function of call inter-arrival
time, corresponding respectively to 0.1, 0.2 and 0.4 calls/second.
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Fig.3. Ds under low (0.1 calls/second), medium (0.2 calls/second) and high (0.4
calls/second) traffic conditions.

From Figure 1(a) it is possible to note that the quality threshold under
which the customer rejects the multimedia service is equal to 396.2 Kbps. If the
bandwidth is less than this threshold, a re-negotiation becomes necessary. If we
assume 0.1 calls/second, the total bandwidth never assumes values under the
threshold. Therefore, a user will be able to contemporary use all components. In
particular, during the call, the most important components for the user (video
and audio) are at their maximum QoS levels, while the QoS of the data compo-
nent decreases (Figure 1(b)). Dg (see Figure 3) assumes always the maximum
value, or differs just a little from it, even if the data bearer (the less important
component for the user) continues to degrade due to its poor weight in the com-
putation of Dg. Differently, a rate reduction of the video component (which has
a greater weight) will cause a sudden lowering of Dg, as clearly emerges from
Figure 3.

Figure 2(a) shows the resource distribution among bearers under medium
loading conditions. The total bandwidth assigned to the user is very close to the
threshold. Initially, video obtains the maximum level of resources that can be
assigned to it. Then, due to bandwidth reduction, video component are char-

an effect of the behavior of our algo-
5 +4 * I
-
ol A |_ih

ntaneous total bandwidth available for
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the user, and redistributes it in order to obtain always an “optimal” configura-
tion, while satisfying the user requests. When the user total bandwidth decreases
to a determined value, the video bearer cannot be maximized any more.

In Figure 3 we show Dg. As expected, it mainly depends on video bearer

variations while it does not seem to be influenced by data degradation. Contem-
porary, Dg is generally greater than 0.5.
As a further step, we consider a highly loaded network (0.4 calls/second). In
these conditions, we have a resources scarcity such that our system is forced
to shoot down both data and audio components. Differently, video component
curve has the same shape of the total bandwidth curve, until it reaches the min-
imum acceptable value; under this value the call will be interrupted (see Figure
2(b)).

It is worth pointing out that although we have a heavy load in the network,
our algorithm automatically avoids to transmit audio and data components and
privileges video bearer from heavy degradation. Its behaviour implies the possi-
bility of still maintaining the user satisfaction degree at acceptable levels, this
preventing the multimedia connection from being necessarily terminated.

5 Conclusions

In this paper we contributed to the research issue of QoS management in new
generation wireless multimedia systems. In particular, we proposed a dynamic
QoS control mechanism which exploits user profiling techniques and suitable QoS
mapping functions to introduce the soft-QoS idea into a beyond-3G system. The
exploitation of information deriving from the user and the system level, jointly
with dynamic resource optimization procedures, enables the effective bandwidth
exploitation and guarantees a QoS always matching the user expectations.

Acknowledgment. The authors heartily thank Dr. Francesco Azzara for his
valuable support during the evaluation tool development phase.
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Abstract. In this paper a family of novel streaming video delivery
schemes is presented. These schemes are designed for next-generation
mobile communication networks and attempt to minimize uplink com-
munications whilst smoothing downlink capacity requirements.

These schemes are based on the concept of a Feedforward Constant De-
livery System. For a variety of streaming video datasets and appropriate
model data we show how these systems can achieve excellent QoS with
minimal uplink packet transmission. We go on to show how the scheme
can be improved upon by introducing a Mean Deviation Ratio Threshold
and a Buffer Occupancy Cost Function.

1 Introduction

Streaming video has already become a major traffic type on broadband wireline
networks and has received considerable attention in this context [1], [2]. As the
ability of mobile networks to carry digital information increases we expect to see
streaming video services introduced on them also [3].

These streaming video services will range from Real-Time (RT) video con-
ferencing to Non-Real-Time (NRT) delivery of DVD quality video. The QoS
requirements of these services are very different and developing one delivery
scheme for all classes of streaming video may not be the optimal approach.

In addition the handsets in next generation mobile networks have only a
small amount of power and complexity to offer to such services. Any scheme
which reduces the transmission requirements and complexity of the handset in-
creases its battery life and reduces its cost. In this paper we begin by focusing
on developing a delivery scheme for NRT streaming video which ensures a good
QoS whilst minimizing uplink capacity. We do produce some simulation results
which suggest that the technique may also be applicable to RT services.

Existing delivery techniques involve differentiation between one video stream
and another and between particular frames within a video stream [4], opportunis-
tic scheduling [5] and dynamically allocating bandwidth [6]. All of these schemes
tend to be quite complex at either the base-station, handset or both. This places
a strain on the network and hardware resources.

*>Thissworkswassfundedsinspartsby-NSERC grant G121210952 and a University of
Alberta, Faculty of Engineering Startup Grant.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 7-15, 2004.
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2 The Mobile Network System Model

Consider a mobile handset which initiates a request for a streaming video at
time tg. We assume the base-station has the resources to deliver this video as
required with negligible delay.

Now divide time into slots of duration Ty. This is the time the base station
takes to transmit a packet. Each packet has a fixed header size P}, and a variable
data size Py(7;(sTs)) where «;(t) is the base-station’s estimate of receiver js
Signal to Interference Ratio (SIR) at time ¢.

The transmitter must select a transmission method that is appropriate for
the quality of the channel between it and receiver j. This SIR is time-varying
but in our case we are only concerned with the impact this has on the choice of
Py. In our analysis we assume the SIR is used to select one of several modula-
tion schemes. We assume the SIR to be drawn from a Markov Process with a
transition matrix I". We can derive the average data capacity of a packet, Py,
from I using eigenvalue decomposition.

Use 6;(sTs) as a kronecker delta function to indicate those time-slots where
the scheduling algorithm in the base-station determines a packet should be trans-
mitted to handset j and €(sTy) to identify when the packet at that timeslot was
in error. The total data received by receiver j at the end of timeslot s can be
given as

RY(sTy) =Y Pa(7;(iT))8; (iTs) (1 — €(iTy). (1)
=0

Now within the handset we assume a memory buffer to store unprocessed frames
and a service capacity (CPU) to process these frames. We will assume the CPU
processing time is linear with frame size and a function of the CPU clock speed

We also assume a frame can only be processed once it has been received in its
entirety. We can form an expression for the arrival time of the frame (which is
also the earliest time we can begin processing it) to be

a; = 8T : mi_n(R;l(siTs) > ZFk) (3)
% k=0
Where F; is the size of the ith video frame in bits. Therefore we can set a lower
bound on the display time of each frame.

d; > a; + p;. (4)

This is a lower bound since we may not wish to display the frame at this time
due todtybeing too close tothe previous frame display time d; 1. It is the set
{d;} which determine the quality of the video stream seen by the user.
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Now consider the case where the user is willing to accept some delay between
to and dy. This will be the case in Non-Real-Time (NRT) services. However in
this case the user does insist upon low jitter and no dropping of frames. We can
investigate the relationship between the size of dy — tg and the impact this has
on maximum required buffer size and required transmission characteristics.

Since the handset will not begin displaying the streaming video until time dg
the buffer will fill in a monotonic fashion during this period. i.e. until this time

B(t) = R§(t). (5)

Also during this time the actual arrival times of these frames is irrelevant to the
QoS. However from dy onwards we require d; = dg + i1, where TF is the frame
period, so we must ensure

a; < do +iTr — p;. (6)

An initial trivial result is if d, > an,_1 because in this case all the frames have
been delivered to the handset before the playback of the video commences. In
this case the buffer requirement is ), F; bits and we can ensure perfect playback
as long as the CPU requirements are met. In this case since the condition for
(5) holds we simply require the average transmission speed (in packets/second)
to be

_ S F,
Tp(Np —1)Py(1 — P.)

As long as we assume these times are long enough for the mean SIR and prob-
ability of error P, to be valid. Given the length of the streaming video datasets
this is a reasonable assumption. However this trivial case is not of great use un-
less the user decides a considerable period in advance that they wish to observe
the video stream. It also places the largest demand on the handset buffer size. Of
considerable more interest to us is when dy << an,—_1. Note that as dy — to we
approach the cases that may be applicable to Real-Time (RT) streaming video
services.

C

(7)

3 The Streaming Video Datasets

The streaming video sequences used in this analysis were obtained from the
Technical University of Berlin. The techniques used to encode these traces and
some analysis of them is given in [2]. Each sequence of the original video was
encoded a number of times to achieve different image qualities (and bit rates).
The subject matter of these traces seems appropriate for the type of services we
wish to consider.

3.1 Data Model: A Marginal Distribution Model with I Frame
Matching

Lt is-well knowsthat MPEG encodediideo possesses an inherent periodicity due
to the larger I frames which occur every 12th frame. In addition, the marginal
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distribution of a data stream tends to be heavy tailed but hard limited to some
maximum value.

One way of producing a model with an excellent match to the data’s marginal
distribution is to use a marginal distribution mapping. In this case we split the
real data sequence into the set of I frames and the set of not I frames and perform
a match for each. We then recombine these to form our model data. Hence the
model possesses the periodicity of the I frames but none to the other correlation
properties that have been reported upon [7]. We refer to this model as a Marginal
Model with I Frames (MMIF).

4 A Feedforward Constant Delivery System

There are several advantages to using a Feedforward Constant Delivery System
(FCDS) at the base-station. These include simplifying the scheduling, reducing
the amount of uplink packets and reducing the power requirements of the hand-
set. We can derive a service model for a streaming video dataset based on the
discussions in Section 2.

Consider the two time periods prior to and post the initial display time d.
Assuming a constant service rate for each of these two periods and that at time
do we want to have delivered Ny, frames to the handset. These two service rates
c and ¢ can be given (in packets/second) as

Sy
(do — to)Pa(1 — P,)

Q:

(8)
and

> v Fi (9)
Cc= 0 . 9
Te(Np — 1)Pa(1 - P,)

4.1 Simulation Results for FCDS

The frame loss rate was plotted for a variety of dy and Ny, using suitably de-
termined ¢ and ¢. These results are given for real data and a MMIF model in
Figure 1.

One interesting result we can draw from this analysis is that there is no
benefit to pre-stocking the buffer. In fact, in the case where the pre-stocking is
large there is more packet loss for a given dy and convergence to zero packet loss
requires a larger d.

Another conclusion we can draw is that in the case of a large amount of
pre-stocking it is the marginal distribution of the streaming video and not its
correlation properties that contribute most to the performance loss. The differ-
ence between the real data and the marginal model are closer for large Ny, .

There isanuch-less.difference in-performance when Ny, < 10000 for both real
data and the model. It appears that if dy reaches a certain threshold then lossless
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Lost packets for a LowQuality encoding of JurassicMpeg4 (Real Data) Lost packets for a LowQuality encoding of JurassicMpeg4 (Marginal Model with | Frames).
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Fig. 1. The packet loss using a dual mode constant service model for the Real Data
(left) and Fitted I Frame Marginal Model (right). The legend term Prior equates to
Ng,.

transmission can be achieved. This threshold is of the order of % of the entire
video sequence. Frame loss occurs due to the fact ¢ is too small to service the
periods when a number of frames larger than the frame mean occur together.
The likelihood of this happening in the real data is higher than for the model
since the real data is self-similar and displays long range dependence [2], [7]

5 Feedforward Constant Delivery System with Mean
Deviation Ratio Adjustment

In the case of NRT streaming video we know the frame characteristics in ad-
vance. This allows us to determine where the running average of the sequence
exceeds the overall mean and hence where the delivery system will be strained.
By allocating extra resources at this time we can achieve improved performance.

We define the Mean Deviation Ratio (MDR), F;-V, as

i=j+N—1

Z (F; —F). (10)

=]

—N
F; =

| =

In Figure 2 we plot the CDF of the MDR for a variety of N for both real data
and the MMIF. Note the graphs are very different and hence the MDR is related
more to the correlation of the data than its marginal distribution.

Also note that as IV is increased the variance of Fj\’ reduces for both the
MMIF and the real data. The MDR has much larger extreme values for the real
data than the model. The MDR can be used to improve the performance of the
FCDS by altering the service rate ¢(sTs). However if we do this we must adjust
subsequent transmissions,to,ensure than, over the entire post dy transmission ¢
is preserved.
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Fig. 2. The CDF of the MDR for a variety of window lengths for the Real Data (left)
and the Fitted I Frame Marginal Model (right).

To do this for each timeslot in (do, do + (N — 1)TF) calculate Fiv(jTS) and

- =N(sTs)\ .. =N(sTs)
c(sTs) = d(1+ FsTs ) if FsTS > 11 (sTy) (11)
¢ otherwise.
Where
z if T = do
@ =7 - L) T S 1(sTy) (12)
¢ otherwise.

Where we define I1(sT;) to be the MDR Threshold (MDRT).

5.1 Simulation Results

The FCDS was simulated using the handset buffer size (as estimated by the
base-station) to determine N (sT) and the loss, service and buffer characteristics
were plotted against IT(sTs) which was held constant for the duration of a given
simulation.

The results for dg = 1 second is given in Figures 3 - 5. Simulations were also
run for dg = 10, 60 and 300 seconds with similar results. Packet loss occurs when
the MDRT is increased to unity and beyond. However from Figure 2 we note that
the probability of exceeding an MDRT of this size is very small, especially when
the buffer occupancy is large. Packet loss probability increases monotonically
with MDRT. It appears that when the MDRT is too high the scheme does not
get enough opportunities to respond to the MDR to prevent packet loss.

For all MDRT the mean service rate was close (to within 5%) of ¢. However
the standard deviation and maximum were minimized when the MDRT was
ed the maximum service rate increased
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Fig. 3. The frame loss probability for the delivery of streaming video versus the mean
deviation threshold without (left) and with (right) the Buffer Occupancy Cost Function
(do is one second).

The buffer occupancy rate is highest when the MDRT is low. This is due
to the delivery scheme being overly sensitive to the MDRT and not the buffer
occupancy. We address this below.

In order to reduce the occupancy of the handset buffer we introduce a Buffer
Occupancy Cost Function (BOCF), £2(sT), which we use to modify ¢(sTs) when

Fi\;«( R (sTs). We do this because a large MDR may not be a problem when
the buffer occupancy is large. However the MDR is an accurate indication of the
upcoming stress upon the communication link and hence any attempt to reduce
¢(sTs) may result in performance degradation. The BOCF is a multiplicative

term which alters (12) to

d=<d¢_- Q(STS)%;{S) fFN(sT s) H(STS) (13)
¢ otherw1se.
‘We considered
B — N(sT.
Q(st,) = Bmax = N(T) (14)

Bmax

in a second series of simulations. In these we set Bmax to be 1000 frames and
hard limited to be non-negative. The results are given in Figures 8 to 5. The
simulations with BOCF displayed the same packet loss performance. Losses occur
when the buffer is empty and the effect of the BOCF is minimal at these times.
It is possible losses could be avoided by increasing the BOCF to greater than
unity in cases of low buffer occupancy. The BOCF reduces the maximum and
average buffer occupancy values by up to 400% at low MDRT with no impact on

ervice rate is maintained, the maximum
5 i » I
13
ol L) zy |_|l>

1pact of the BOCF is very positive.
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Function (do is one second).
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Fig. 5. The statistics of the handset buffer for the delivery of streaming video versus
the mean deviation threshold without (left) and with (right) the Buffer Occupancy
Cost Function (dp is one second).

6 Conclusions and Future Work

In this paper we have presented a novel family of streaming video delivery
schemes which are suitable for NRT streaming services but show potential for
RT streaming services also. These schemes minimize the uplink transmission
requirements by using a Feedforward approach based on constant service capac-
ities. We showed that good QoS could be achieved especially when the mean
deviation ratio and buffer occupancy were taken into account.

We presented simulation results for both real streams and model streams
which matched the data in the marginal distribution sense. Performance simu-
lations for the model were omitted since we identified that it is the correlation
structure of the data Wthh has most impact on the MDR. We plan to investigate

ol Ll Zyl_i}sl

g theory [8] to attempt to obtain better
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We also showed how the performance of the delivery scheme was not a func-
tion of dy. Results for larger dy were similar to those presented in this paper.
This suggests that the scheme may be developed for RT streaming services. This
is an area of on-going investigation.
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Abstract. The viable deployment of both UMTS Terrestrial radio access net-
work (UTRAN) modes, Frequency Division Duplex (FDD) and Time Division
Duplex (TDD) in additional and diverse spectrum arrangement will be investi-
gated. Simulations are performed to study the interference between UTRA-
TDD and the UTRA-FDD having adjacent channel carriers. This expansion
spectrum will be predominantly used for expanding capacity, by means of
macro, micro and pico cells in “hotspot” areas. In some scenarios, the TDD and
FDD cells can use the same frequency, which will increase the capacity and
utilize the underused UTRA-FDD UL resources. This study is one of the tasks
of the B-BONE project (Broadcasting and multicasting over enhanced UMTS
mobile broadband networks). In the 2500-2690 MHz band, we investigate the
feasibility of future Enhanced UMTS FDD and TDD modes with multi-carrier
and MIMO to carry digital broadcast services such as Multimedia Broadcast
Multicast Service (MBMS).

1 Introduction

The two major radio technologies for deployment in terrestrial networks, UTRA FDD
for wide area access, and UTRA TDD for high user density local area access, are
likely to be employed in different scenarios, considering the additional spectrum
arrangements. Operating together seamlessly, operators can make the most efficient
use of 3G spectrum with full mobility and service roaming for the broadest number of
voice and data customers, maximizing the profitability of rich voice, data applications
and multimedia services.

In order to, efficiently utilize both Radio Access Network (RAN) and the core net-
work part of enhanced UMTS FDD and TDD modes for provision of broadcast-
ing/multicasting services, specific functionalities have to be added to the current
UMTS standard. The first step where already made in Release 6, to incorporate the
MBMS. The main goal of this work is to provide conditions to incorporate this serv-
ice in the 2500-2690 MHz band.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 16-21, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The TDD-CDMA for mobile radio communication is extremely efficient to handle
asymmetric data and benefits resulting from the reciprocal nature of the channel. This
technology optimizes the use of available spectral resources, reduces delays for the
user and provides the highest level of user satisfaction, provides great flexibility for
network deployment because its radio air interface gives optimum coverage in data
intensive where private intranets, extranets, and virtual private networks are resident.
The FDD technology is designed to operate in paired radio frequency bands in which
relatively equal amounts of data flow in two directions, such as a voice call where the
traffic is predictable and symmetrical with relatively constant bandwidth requirements
in both the UL and DL channels. Combining FDD and TDD modes we can maximize
the number of users on a system and thereby maximize average revenue per user,
total revenues, and return on investment. This would be particularly feasible in the
indoor scenario, where available spectrum is often needed to serve the wanted wide
area traffic. For the indoor BSs, each operator will use at least one of the Wideband
CDMA (WCDMA) carrier pairs that are used by the outdoor macro system, thus
providing soft handover between the macro and indoor cells on this carrier. Indoor
systems are expected to be mainly deployed in urban areas, but could be introduced
also in hot spots surrounded by medium and low traffic areas. In UTRA, the paired
bands of 1920-1980 MHz and 2110-2170 MHz are allocated for FDD operation in the
UL and DL, respectively. Whereas the TDD mode is operated in the remaining un-
paired bands of 1900-1920 MHz and 2010-2025 MHz [1]. For the purpose of ex-
panding capacity, the 2500-2690 MHz band will be using exclusively either UTRA
FDD or UTRA TDD. It is however, acknowledged that the combination of both radio
technology in new bands is a valid option, as already discussed in ITU-R WP 8F.

In this paper, the interference and co-existence between the UTRA-TDD and FDD
system is discussed. The interference occurs within the FDD and TDD air interfaces
and additionally between the systems.

The content of this paper is organized and summarized as follows. Section 2 illus-
trates the proposed scenarios for 2500-2690 MHz band. Section 3 describes the inter-
ferences between FDD and TDD systems. Section 4 provides a discussion and a brief
conclusion of the subjects discussed in the previous sections.

2 Proposed Scenarios for 2500-2690 MHz

The feasibility analysis of enhanced UMTS FDD and TDD to carry digital broadcast
services available and trade-off analysis with other DVB solutions is being investi-
gated. Compiling and publishing network protocols for the enhanced UMTS (FDD
and TDD) to transport digital broadcasting/multicasting services will contribute to the
dissemination of the B-BONE project results.

Co-existence between UTRA FDD and UTRA TDD within 2500 — 2690 MHz will be
considered in this study but is however acknowledged that the combination of FDD
and TDD in new bands is a valid option. In the table below, seven scenarios are
shown from the several different possible scenarios [3].
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Table 1. Spectrum Arrangement Scenarios for 2500-2690 MHz band allocation according to
ITU-R.[4].

MHz 2500 2690
Portions A B | C D
Scenariol FDD UL (internal) TDD FDD DL (internal)
Scenario2 FDD UL (internal) FDD DL (external) FDD DL (internal)
Scenario3 FDD UL (internal) TDD FDD DL (ext) FDD DL (internal)
Scenario4 FDD DL (external) TDD
Scenario5 TDD FDD DL (external)
Scenario6 TDD
Scenario7 FDD DL (external)

In this work we consider the scenarios 2, 4, 5 and 7, in order to find out witch ones

performs the requirements of B-BONE project. The objective is to Enhanced UMTS

(FDD/TDD) to provide via single network broadcasting/ multicasting/unicasting

services in a flexible, efficient and low cost manner. This is the approach of 3GPP

and some initial work was already done and included in the UMTS Release 6 called

MBMS. Scenario 2 shows a graphical representation for utilizing the additional fre-

quencies from 2500 - 2690 MHz for UTRA FDD. Thus, two distinct frequency ar-

rangements for FDD operation within the new 2.5 GHz band would exist here which
we will call “FDD internal”, respectively “FDD external” throughout this Section[4].

With this scenario we could made the following observations:

e Provision of a wide range of asymmetric capacity, in particular, the UL and DL

bands of the “FDD internal” system can be asymmetric;

Provision of additional UL/DL spectrum to support new and existing operators;

Provision of a DL capacity extension for existing Band I operators;

Propagation loss in 2.5 GHz is higher than the actual band;

From UE roaming, it would be beneficial if the partitioning A / B+C / D of the

2.5 GHz band could be made fixed on an as global basis as possible;

e Implementing UEs or Node B’s according to the scenario 2 frequency arrange-
ment does not require development of any new or risky implementation concepts;

e 30 MHz carrier separation between FDD UL internal and FDD DL external bands
is desirable to achieve the present interference protection levels.

Scenarios 4 and 5 illustrate a graphical representation for utilizing the additional fre-

quencies from 2500 - 2690 MHz for UTRA FDD and TDD. With these scenarios we

could made the following observations:

e Provision of a DL capacity extension for existing Band I operators;

e TDD allows the autonomous frequency allocation for new operators, which do
not have a frequency block in the core bands;

e The FDD DL is located next to the TDD band, at least one TDD and one FDD
DL channel will experience interference caused by the other system due to the
imperfect transmitter and receiver characteristics.

Scenario 7 aims to support DL optimized utilization of the 2500 — 2690 MHz band

with the goal to obtain a capacity enhancing complement for UTRA operating in the

Band-I-»Withsthis;scenario,we-could:made;the following observations:
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e The introduction of each additional DL 2.5 GHz carrier adds the same DL capac-
ity as a corresponding Band I carrier would do and increases the achievable
DL/UL throughput asymmetry of the system;

e There appears to be no need for power compensating the additional 3 dB Path
Loss on the 2.5 GHz carrier for coverage reasons as there is ample margin for DL
coverage available;

e Use of Variable Duplex Technology (VDT) is an essential technological element
in providing this solution.

3 Interference Model in the FDD/TDD

According to Shannon's theorem, the limiting factor of capacity in a WCDMA system
is interference. In this section, we describe the interference between FDD and TDD
systems. The goal is to select the best technology to allow asymmetric services such
as broadcast/multicast data reception in parallel with other mobile services. The
asymmetry between DL and UL capacity is necessary in order to have an efficient use
of the radio resources. By then, only one of the FDD bands is required and hence the
more flexible TDD link could potentially double the link's capacity by allocating most
of the time-slots in one direction. FDD and TDD can share the same bandwidth, as
long as the amount of interference is not excessive. Due to imperfect transmitter and
receiver characteristics a certain amount of the signal power transmitted on the dedi-
cated channel is experienced as interference on the adjacent channels. The impact of
adjacent channel interference (ACI) between two operators on adjacent frequency
was studied. The ACI needs to be considered, because it will affect WCDMA system
where large guard bands are not possible, witch would mean a waste of frequency
bands. However, ACI could be avoided by putting tight requirements on transmit and
receive filter masks of base and mobile stations. There are two critical scenarios of
WCDMA interference. One happens when MS from operator 1 is coming close to BS
of operator 2 (located at the cell edge of operator 1) and is blocking this BS because it
is transmitting with full power. Second happens when BS from operator 2 is trans-
mitting with high power and therefore is blocking all of MSs of operator 1 in a certain
area around it, caused by dead zones because of the excessive power, and/or blocking
because of the exceeded input power at the MS receiver. The influence of adjacent
channels on each other can be identified as Adjacent Channel Leakage power Ratio
(ACLR), Adjacent Channel Selectivity (ACS) and Adjacent Channel Interference
Ratio (ACIR) [2]. ACLR is defined as the ratio of the transmitted power to the power
measured in an adjacent RF channel. Both the transmitted power and the received
power are measured with a filter that has a Root-Raised Cosine (RRC) filter response
with roll-of factor of 0=0.22, with a noise power bandwidth equal to the chip rate.
ACS is defined as the measure of a receiver’s ability to receive a WCDMA signal at
its assigned channel frequency in the presence of an adjacent channel signal at a given
frequency offset from central frequency of the assigned channel. ACIR is a measure
of over all system performance. It is defined as the ratio of the transmission power to
the power measured after a receiver filter in the adjacent channel(s). ACIR will be



20 A.R. Oliveira and A. Correia

considered in our simulations, because the total amount of interference is the primary
concern, this is what we called Adjacent Channel Protection Ratio. ACIR is given by:

v
1 1

ACLR  ACS

ACIR =

4 Discussion and Conclusions

In our simulations the chosen topology is the university campus in the urban area of
Lisbon. We considered two UMTS Portuguese operators that are operating in adja-
cent channels within the same area. The user profile used in the simulations is mobile
users travelling in two avenues the bit rate is 144 kbps, the mobile speed is S0Km/h
and three-sectored antennas are used. The applied path loss model is based on the
Walfisch-lTkegami-Model. WCDMA internal interferences are estimated, taking into
account ACLR. The requirements of ACLR defined in the table 2, are valid when the
adjacent channel power is greater than -50 dBm. The scenario 2 of table 1 is the cho-
sen reference scenario.

Table 2. Adjacent channel performance requirements.

Adjacency Channel Separation Max. Allowed ACLR
MS BS
1rst Adjacent Carrier 5 MHz 33 dB 45 dB
2nd Adjacent Carrier 10 MHz 43 dB 55dB
Band Separation 30 MHz 53 dB 57 dB

Other parameters are taken into account as show in table below.

Table 3. Parameter used in simulations.

Parameters Values
Chip Rate 3.84 Mcps
MCL micro 53 dB
BS (max power) 43 dBm
BS (min power) 27 dBm
MS (max power) 21 dBm
MS (min power) -50 dBm
Standard deviation for the shadow fading 7dB
Max allowed noise rise in micro cell 20 dB
Max allowed noise rise in macro cell 6 dB
MS/BS noise figures 8 dB/5 dB
BS antennas 17.5 dBi
MS antennas 0 dBi
Frequency 2595 MHz
Processing Gain 14,3 dB
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Fig. 1. a) Right map, required transmitted powers (dBm) of BS1 to block MSs; b) Left map
required transmitted powers (dBm) of BS2 to block MSs.

We have considered 2 different situations. In figure 1. a) BS1 (operator 1) is trans-
mitting to the mobile users of operator 2 and the received interference at MSs in the
adjacent channel is checked against ACLR values of table 2. In figure 1. b) BS2 (op-
erator 2) is transmitting to MSs of operator 1. We can conclude that in this case when
MSs are coming close to the transmitting BS2, the required transmitted powers can
block the MS connection. Considering one of the goals of B-BONE project, we have
concluded that from the seven proposed scenarios for band allocation according to
ITU-R, the most suitable scenarios are 2, 4, 5 and 7, in order to accommodate digital
broadcasting/multicasting services on Enhanced UMTS network, such as MBMS. We
have considered scenario 2. The “FDD external” with an extra band of 40MHz could
provide to a number of existing operators an asymmetric capacity extension, with no
impact on existing frequency arrangements. So that, a DL capacity extension for
existing Band I operators, could support MBMS services. The “FDD internal” with
paired bands of 60MHz each could also support MBMS services.

Nevertheless, the use of TDD is viable and allows the frequency allocation for new
operators, which do not have a frequency block in the core bands.
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Abstract. This article discusses some performance issues about space-
time scheduling applied to packet data shared channels. Beamforming
adaptive antennas (AA) and Spatial Division Multiple Access (SDMA)
strategies were evaluated through system-level simulations considering
different scheduling algorithms. Throughput fairness among users is dis-
cussed and the best antenna and scheduling algorithm configurations
considering both capacity and fairness are shown.

1 Introduction

In this article we discuss some issues regarding space-time scheduling. The spatial
filtering and interference reduction provided by adaptive antennas may allow the
tightening of the reuse pattern without sacrificing link quality. Increased capacity
can also be obtained while maintaining the same frequency reuse, by employing
Spatial Division Multiple Access (SDMA) and reusing the radio channels several
times within the cell. In both cases, the gains provided by adaptive antennas are
exchanged for capacity either by tightening the frequency reuse or by increasing
the intra-cell interference. All these strategies are evaluated within this work in
order to determine which space-time configuration provides the best performance
in terms of spectral efficiency and system fairness.

2 Simulation Model

A dynamic discrete-time system-level simulation tool, which simulates downlink
data communication, was used in order to evaluate space-time scheduling. This
simulation tool is based on the EGPRS specifications and more details about
this tool can be found in [2]

In this work, system capacity is defined as the highest offered load, expressed
in terms of spectral efficiency in bps/Hz/site, at which a minimum average packet
throughput-peruser;-herein.of 10kbps.per time slot, is ensured to at least 90%
of the users in the system.

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 22-27, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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In the simulations, a macrocellular environment was considered. Link-level
results corresponding to a TU50 scenario without frequency hopping were used
[3]. Perfect knowledge of the Signal-to-Interference plus Noise Ratio (SINR) was
assumed, and an ideal link quality control, i.e., no delay between measurement
and Modulation and Coding Scheme (MCS) selection, was considered. Pure link
adaptation mode (no incremental redundancy) was also assumed.

A World Wide Web (WWW) traffic source was simulated [4] using a single
200kHz GSM/EDGE carrier per sector without frequency hopping.

2.1 Scheduling Algorithms, Beamforming Adaptive Antennas, and
Spatial Division Multiple Access

In this work, four scheduling disciplines [5] with distinct properties have been
considered: First-In-First-Served (FIFS), Least Bits Left First Served (LBFS),
Maximum Signal-to-Interference plus Noise Ratio (MAX), and Round Robin
(RR).

The Beamforming Adaptive Antenna (AA) technique used was the spatial
matched filter. The antenna system consisted of an 8-element Uniform Linear
Array (ULA) implementing the spatial matched filter and assuming an azimuth
spread of 5° (five degrees), which is enough to completely fill the antenna nulls.
Moreover, a digital filter (Kaiser window) is used to suppress side lobe levels at
the expense of a broader main lobe and reduced directivity gains. The estimate
of the direction of arrival is considered ideal, i.e., it is assumed that the base
station knows the exact position of the mobile station. More details about the
antenna model used in the simulations can be found in [2].

SDMA uses the interference reduction ability of adaptive antennas to improve
capacity by reusing the spectrum within the own cell, allowing for several mobile
stations to share simultaneously a same channel.

The approach consists of establishing groups of users (compatibility group)
sufficiently distant of each other over the azimuthal plane, and to steer a narrow
beam towards each one of them. If the steered beams are sufficiently narrow and
the angular separation large enough, the intracellular co-channel interference
should remain at acceptable levels. The compatibility test consists of verifying
whether the angular distance between users is larger than a chosen value, thus,
guaranteeing reasonable intra-cell interference levels.

Here we considered a space-time scheduling approach, where the time di-
mension is prioritized, i.e., users are sorted according to the time-domain crite-
rion and then they are sequentially tested for compatibility with the head-of-line
user. The scheduler determines the user which will be given priority, and after
that other users are checked in order to build a compatibility group, if possible.
In order to enter a compatibility group, users must be kept at an angular dis-
tance of 20 degrees (4 times the angular spread). It is assumed that each group
can accommodate a maximum of 2 users.
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3 Results and Analysis

3.1 Reference Scenario and Multiuser Diversity Gain

In an interference-limited scenario the data throughput verified by the users
sharing a channel queue is limited by the high error rates and reduced channel
reliability due to interference. In such high error scenarios, scheduling algorithms
cannot provide significative multiuser diversity gains, since all channels have
similar performances.

This can be seen in figure 1, which confirms that there are no substantial
gains when changing the scheduling algorithm in the sectored scenario.

The same figure shows the improved system performance when beamform-
ing adaptive antennas are employed. Since AA highly reduces interference, the
system becomes queueing limited. The multiuser diversity gains provided by
scheduling algorithms can then be better exploited, resulting in an increase of
the load that can be offered to the system and higher diversity gains.

3.2 Beamforming Adaptive Antenna

Figure 2 compares the impact of AA over a WWW service running on shared
channels of a GSM/EDGE system employing sectored antennas, a 1/3 frequency
reuse pattern and FIFS. As it can be seen in the referred figure, a spectral
efficiency gain superior to 250% can be achieved when using AA and keeping a
1/3 reuse pattern. As AA extremely reduces interference, a tighter reuse pattern
(1/1) can be implemented, which results in a capacity gain of 636%.

Figure 2 also shows the extra capacity improvement that can be obtained by
using a suitable scheduling algorithm.

In the case of the 1/1 reuse pattern, the interference increase leads to a
superiority of MAX over the other algorithms, since it is the only channel-state
dependent algorithm selecting always the best channel to transmit.
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Fig. 2. Capacity gain using AA and scheduling algorithms for 1/3 and 1/1 reuses.

On the other hand, in the 1/3 reuse, due to AA interference reduction, SIR
values stay mostly within an interval where the throughput gains for higher SINR
values are marginal. In this case, prioritizing the delay is more beneficial in terms
of multiuser diversity than prioritizing the best link quality, which causes the
LBFS to be the best algorithm in this scenario.

3.3 Spatial Division Multiple Access

The performance of SDMA compared to a 1/3 system with sectored cells and
using FIFS is shown in figures 3(a) and 3(b). It can be seen that the use of SDMA
before modifying the frequency reuse pattern improves the spectral efficiency in
336%.

It can also be observed that changing the frequency reuse pattern to 1/1 with
the FIFS algorithm (figure 3(b)), the system capacity is improved if compared
to the 1/3 case using the same SDMA scheme. Indeed, using SDMA plus FIFS
and assuming a 1/1 reuse, a capacity gain of 387% is provided with regard to
the reference scenario.

Since the use of a 1/1 reuse pattern incurs in higher interference radiation,
specially intracell interference, changing the reuse from 1/3 (figure 3(a)) to 1/1
(figure 3(b)) does not improve system capacity. This fact can be also observed
in figure 3(b) where, for the 1/1 pattern, there is no difference between the
scheduling algorithms. On the other hand in figure 3(a) the MAX algorithm
improves system capacity in 20% due the multi-user diversity gain offered by
this scenario.

One must, however, pay attention to the fact that all users belong to the same
service class. Therefore, they should get almost the same QoS level. This issue
refers to throughput fairness among users and is discussed in the next section.

3.4 Quality of Service Fairness

Thissectionshowshow,the degreeof fairness may significantly change depending
on the scheduling algorithm. Here, fairness is evaluated in terms of the through-
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put experienced by the users. Thus, in an ideally fair configuration, all users

should verify the same throughput and the difference between the 10" and the
90" percentiles would be zero.

In this work the 10*" percentile of the average throughput per user is equal
to 10 kbps. Table 1 shows the 90" percentile of the average throughput per user
thus, the higher the 90*" percentile, the more unfair the algorithm.

FIFS and MAX are the less fair algorithms, which is a natural consequence
of their formulation. FIFS is not a channel-state-dependent scheduling algorithm
and does not exploit channel diversity. With the MAX algorithm, the user with

the best channel is always scheduled to transmit, while users with poor channels,
mainly at the cell border, are severely penalized.

In the SDMA scenario, RR is the most fair among the evaluated algorithms
0 ansmit. In the AA scenario FIFS and

and LBFS is the most fair, since in this
‘ A d I
-
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Table 1. 90‘" Percentile of Average Packet Throughput per User and System Capacity
for all Algorithms and Scenarios

Antenna Architecture

SE1/3 SDMA 1/3 AA 1/1
Tootn | Spec. Eff. || Togen | Spec. Eff. || Toqen | Spec. Eff.
Alg. ||[kbps]|[bps/Hz/site]||[kbps]|[bps/Hz/site]||[kbps]|[bps/Hz/site]
FIFS| 28.4 0.43 30.0 1.85 30.5 3.16
LBFS|| 28.9 0.43 26.8 2.21 27.4 3.84
RR || 28.6 0.44 26.7 2.20 29.0 3.64
MAX]|| 28.6 0.45 29.7 2.28 30.9 3.96

scenario the queue lengths become longer and the transmission delay imposed
to small packets become a limiting factor.

4 Conclusions

We have seen that smart antennas can substantially improve the capacity of
cellular systems, when compared to the reference scenario (SE with FIFS). It was
also shown that smart antennas in SDMA mode provide the best capacity when
considering a 1/3 frequency reuse pattern, and that a tightening in the reuse
to 1/1 brings the system back to its interference limited characteristic, limiting
the scheduling algorithm gains. In the 1/1 frequency reuse pattern, the single
beam AA solution had a much better performance, providing capacity gains of
up to 826%. MAX stands as the most unfair, but with the highest capacity
improvement. LBFS and RR appeared as the most fair, but with slightly lower
capacity gains.
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Abstract. In this work we present some MIMO transmission schemes
that combine transmit diversity and spatial multiplexing using four
transmit antennas. Then, we show that the Bit-Error-Rate (BER) per-
formance of these schemes can be considerably improved with the joint
use of channel coding (at the transmitter) and soft-output detection (at
the receiver). The SOVA approach is used to enhance performance of
some detection layers that are not space-time coded. Both parallel and
successive detection strategies are considered.

1 Introduction

Multiple-Input Multiple-Output (MIMO) wireless channels are known to offer
unprecedent spectral efficiency and diversity gains, which can be exploited by em-
ploying antenna arrays at both ends of the wireless link [1]. Two well-known ap-
plications of MIMO channels are the use of spatial multiplexing, e.g., V-BLAST
(Vertical Bell Labs Layered Space-Time) [2, 3], and Space-Time Block Coding
(STBC) [4,5]. The V-BLAST scheme tries to maximize spectral efficiency of the
overall system as much as possible by transmitting multiple co-channel signals
that are distinguished at the receiver with array processing. On the other hand,
STBC schemes improve signal quality at the receiver (bit error performance at
low signal-to-noise ratio) with simple linear processing, allowing even a single-
element receiver to distinguish between the signals on different paths.

With the objective of providing the two gains that can be perceived in a
MIMO channel, i.e. diversity and spatial-multiplexing gains, some hybrid MIMO
receivers have been recently proposed [6]. Instead of their remarkable perfor-
mance in terms of Bit-Error-Rate (BER) and spectral efficiency, in some of these
schemes the BER performance can be further improved as long as some channel
coding strategy is applied at the transmitter in order to protect the layers that
are not space-time coded. Moreover, if soft-output decoding (e.g. soft-output
Viterbiralgorithm)isused forsuch dayers at the receiver side, better results are
expected.

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 28-37, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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In this work we focus on the performance enhancement of some hybrid MIMO
receivers due to the joint use of channel coding and Soft-Output Viterbi Algo-
rithm (SOVA). The considered hybrid schemes employ four transmit antennas.
In these schemes, some layers are space-time coded across two, three or four
antennas. For the non-space-time coded layers, convolutional encoders are em-
ployed to protect data prior to transmission. At the receiver side, the SOVA
detection technique is used to improve detection performance of such non-space-
time coded layers. During the detection process, both parallel and successive
detection strategies are considered.

The remainder of this paper is organized as follows. In Section II, we briefly
describe the multiplexing-diversity trade-off. Section III is dedicated to the chan-
nel model. In Section IV, we present the Coded Hybrid MIMO Structures with
Successive Interference Cancellation (CHS-SIC). Section V describes our inter-
ference cancellation algorithm. Section VI is dedicated to an overview of SOVA
metrics that are considered in the decoding algorithm, while Section VII con-
tains our simulation results. Finally, in section VIII we conclude this paper and
draw some perspectives.

2 Diversity and Multiplexing Trade-off

Currently, it has been shown that an important approach to increase the data
rate over wireless channels is the use of multiple antennas at both ends of the
wireless link. When MIMO antenna systems are used, it can be possible to cre-
ate multiple parallel channels for transmission of independent information or to
add diversity by transmitting/receiving the same information in different anten-
nas. Provided that the antennas are sufficiently spaced at both transmitter and
receiver, the transmitted signals experiment independent fading, which implies
in a low probability of simultaneous deep fading in all channels. Compared to
traditional antenna systems, where antenna arrays are employed either at the
transmitter or at the receiver, the capacity due to the use of antenna arrays at
both link-ends is enormously incremented.

Up to the present moment, most of MIMO antenna schemes are designed
to achieve just one of the two aforementioned gains, i.e. multiplexing gain or
diversity gain, and is well-known that the focus in a particular gain implies a
sacrifice of the other one. Therefore, hybrid MIMO transmission schemes arises
as a solution to jointly achieve spatial multiplexing and transmit diversity gains.
In other words, with hybrid MIMO schemes it can be possible to considerably
increase the data rate while keeping a satisfactory link quality in terms of BER.

3 Channel Model

In order to formulate the channel and received signal model, let the receiver
be equipped with an N-element antenna array. The transmitted signals are as-
sumedstoundergoindependentfading,;such that the signal at the output of each
element of the receive antenna array is a superposition of flat-faded versions
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of the transmitted signals plus white Gaussian noise. Fading is also assumed
quasi-static over every sub-sequence and independent between two consecutive
sub-sequences. For all the MIMO transmission schemes, we assume that the
total transmission power is fixed (normalized to 1) and equally divided across
the transmit antennas. Ideal symbol timing is assumed at the receiver. At any
time-instant k, the received signal vector can be expressed in a general form as

x[k] = H - s[k] + n[k], (1)

where
H= [hnl hn2 hn3 hn4] ) (2)

denotes the MIMO channel matrix of dimension N x 4. The column vector h,,,,,
with 1 <n < N and 1 < m < 4 is the complex vector channel that links the nth
receive antenna and the mth transmit antenna. The envelope of each element in
the vector hy,, follows a Rayleigh distribution. The 4 x 1 vector s[k] contains
the symbols transmitted from all antennas at time-instant k. The composition
of vector s[k] depends on the specific hybrid scheme considered. The N x 1
vector n[k| denotes the temporally and spatially Additive White Gaussian Noise
(AWGN).

4 Coded Hybrid MIMO Structure (CHS)

In this section we present the hybrid MIMO transmission schemes. Figures 1
up to 3 show the architecture of the Coded Hybrid Structures with Successive
Interference Cancellation (CHS-SIC) and four transmit antennas. The search for
hybrid schemes that are limited to four antenna-elements is motivated by the
practical feasibility of utilizing this number of antenna elements in nowaday’s
base station-to-mobile transmissions.

4.1 G24+G2 Scheme

The first hybrid scheme, called G24+G2, is shown in Fig. 1. It employs a four-
element transmit.antennaarraywithtwovertically-layered G2 space-time coding
schemes. The input sequence s is split into two parallel sub-sequences s; and ss.
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For every two consecutive time-instants £ and k + 1, the first multiplexed sub-
sequence s1, constituted by symbols s1[k] and s1[k + 1], enters in a parallel form
in the first ST coder G2. Similarly, the second multiplexed sub-sequence ss enters
the second ST coder G2. At each ST coders, the sub-sequences are space-time
coded using the standard G2 (Alamouti’s) code [4]. The transmitted signals can
be organized in a equivalent space-time coding matrix as described below

QG2+G2 _ Sl[k?} Sl[k + 1] S2 [k‘] SQUC + 1] ] (3)
—silk+ 1" si[k]* —salk +1]* s2k]*

As all transmit antennas are co-channel, i.e. they share the same frequency
band, the sub-sequence associated to a given ST coder G2 appears as an in-
terferer to that sub-sequence associated to other ST coder G2. This type of
co-channel interference is defined here as Multiple Access Interference (MAI).
Considering the G2+G2 scheme, we can expand the general received signal vec-
tor (1) as the sum of a MIMO desired signal and a MIMO interferer signal as
follows

Xgorao[k] = H?s1 [k] + H?s,[k] + nk], (4)

where H$? and H$? are MIMO channel matrices of dimension N x 2 and s;[k]
and sy [k] are multiplexing sub-sequences.

Due to the presence of MAI at the receiver, a MIMO-MMSE spatial filter of
the first (second) multiplexing layer is optimized to cancel interference from the
second (first) multiplexing layer. Following the spatial filters, modified STBC
decoders extract the diversity gains from each spatially multiplexed sub-stream
and perform signal detection. Then, the two detected sub-sequences §;[k] and
S8o[k] are re-ordered and converted to the serial unique stream that constitutes
the estimation of the overall transmitted data. When Successive Interference
Cancellation (SIC) detection is used and assuming perfect interference subtrac-
tion, a diversity order of 2(IN —2) is achieved at the first detection layer while the
second one achieves a diversity order of (N —1). In the G24-G2 scheme, neither
channel coding nor SOVA are used, since the two spatial multiplexing layers are
space-time coded. This scheme is considered in this work as a reference system
for comparison with the next ones.

4.2 G341 Scheme

In the G341 hybrid scheme, two spatial multiplexing layers are present, see
Fig. 2. A ST coder G3 is used at the first layer, while the other layer are non-
space-time-coded, see [5]. A convolutional encoder is thus employed at the non-
space-time-coded layer with the objective of provide some reliability for the data
transmitted in this layer. In the traditional G3+1 hybrid scheme, the data of the
non-space-time coded layer is transmitted with no protection. The transmitted
signals,can.be,organized insa equivalentyspace-time coding matrix as described
below
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In (5) the sub-sequence so represents the output of the rate-1/2 convolutional
code, which means that so already is coded, thus redundancy is now present.

For this scheme, we can expand (1) to represent the received signal for the
scheme G341 as a MIMO desired signal and a SIMO interferer signal followed
by a sample noise vector

xgay1[k] = HG?s1[k] + hysa[k] + nlk], (6)

where H§3 and h; are MIMO and SIMO channel matrices of dimension N x 3 and
N x 1, respectively. In this case s;[k] and sy [k] are multiplexing sub-sequences.

At the receiver, since MIMO and SIMO multiplexed signals should be de-
tected, we make use of the MIMO and MISO spatial filters at the first and second
detection layers, respectively, for MAI mitigation. The MISO spatial filter pro-
vides soft-output decision to make possible the SOVA to treat the received data.
Here, the diversity gain is 3(V — 1) for the first layer and N for the second one.

4.3 G2+1+1 Scheme

The G2+1+1 hybrid scheme with channel coding is drawn in Fig. 3. Again, four
transmit antennas are employed. As can be seen from the figure, this scheme
consists of three spatial-multiplexing layers, where the first layer is space-time
coded using ST coder G2. For the other two layers a rate-1/2 convolutional code
is employed at each one. The equivalent space-time coding matrix is described
as follows

+1]  s2(k] s3[k]
[k]* salk +1] 53[12 +1]|° (M

ol Lalu Zyl_i.lbl
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Fig. 3. G2+1+41(SIC) transmitter-receiver structure

For this scheme, the received signal x[k] can be expressed as the sum of a
MIMO desired signal and two SIMO interference signals

xgoy141 (k] = HG?s1[k] + hyisa[k] + hros[k] + n[k], (8)

where hy; and hjy are N x 1 interferer channel vectors.

For the CHS-SIC receiver architecture to cope with this hybrid scheme, a
MIMO-MMSE spatial filter is employed at the first detection layer, where a
space-time coded signal s; [k] should be detected. At the second and third layers
standard array processing is employed for MAI cancellation and detection of
so[k] and s3[k], respectively.

Compared to the standard ST coder G2, the traditional (non-channel coded)
G2+141 hybrid scheme aims at achieving three times its data rate. With the
use of the rate-1/2 convolutional code, the data rate of this hybrid scheme is
reduced by a factor of two due to redundancy that now is added by the channel
coder. Here, the diversity order of the first layer is 2(N —2), while the second and
third layers have a diversity order of 2(N — 1). Comparing the coded G2+1+1
scheme with the traditional G2+G2 scheme, the first offers the same spectral
efficiency as the latter.

5 Interference Cancellation Algorithm

Following the signal-plus-interference models described in the previous section
for the schemes, G2+G2, G3+2 and G2+1+1, we can state that signal processing
algorithm at the receiver to detect a MIMO desired signal should perform the
following tasks:

1. estimate the overall MIMO channel matrix H;
2. cancel multiple access interference from channel estimation;
3. perform space-time decoding after interference cancellation.

I this sectionsansinterference cancellation algorithm is proposed to accom-
plish the detection of MIMO (space-time coded) signals in the presence of mul-
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tiple access (co-channel) interference. According to the developed signal-plus-
interference models of (4), (6) and (8), this algorithm will be applied at the
two detection layers of the G24+G2 scheme as well as at the first detection layer
of the G2+1+41 and G3+1 schemes, i.e., where the signal(s) of interest is(are)
space-time coded.

The proposed algorithm optimizes the coefficients of a Minimum Mean
Square Error (MMSE) spatial filter in such a way that the orthogonality of
the space-time code is preserved as much as possible in its output signal. Stated
in a different way, the spatial filter combines the received signal such that inter-
ference signals add destructively at its output signal while the MIMO structure
of the desired signal are preserved as much as possible to add constructively dur-
ing the subsequent processing stage, consisting of space-time decoding. For this
reason, we call this interference cancellation algorithm as a two-stage algorithm,
see [7].

At any time-instant k, the output signal vector of the N x N MIMO-MMSE
spatial filter is given by

y[k] = Wx[k], (9)
where
w11 w12 ... WIN
w21 W22 ... Wa2N
W = . . . . (10)

wN1 WN2 ... WNN

We obtain the error vector at the output of the MIMO-MMSE spatial filter
as
elk] = Wx[k] — Hgsi [k] = Wx[k] — xq[k], (11)

where x4[k] = Hgs1[k] is the desired space-time coded signal associated to the
first multiplexing layer of a particular hybrid transmission scheme. Contrarily to
the classical MIMO-MMSE spatial filter (where the desired signal is sy [k]), here
the desired signal consists of the original transmitted signal modified by desired
MIMO channel impulse response Hy.

The MMSE cost function be formalized as follows

Janse = E{[Wx[k] — xa[k][*}. (12)

Solving this unconstraint optimization problem, the obtained solution with
respect to W is given by

W =Ry ,x - (Rux) "}, (13)

where Ryx = E{x[k|x [k]} and Ry x = E{x4[k]x" [k]} are the input covariance
matrix and a cross-correlation matrix, respectively. The superscript H denotes
conjugate transpose.

The coefficients of the MIMO-MMSE spatial filter can be computed after
direct LeastySquare (lS)estimate,o0fthe MIMO channel impulse response, more
details about this section could be found in [7].
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6 Simulation Results

As channel code we consider the rate-1/2 memory-2 Recursive Systematic Con-
volutional (RSC) code that is defined by the generator (1,5/7) in octal form [8].
In the SOVA procedure, the trellis computations are done in two directions: a
forward and a backward one. The first part of the algorithm, trellis is run in the
forward direction and SOVA behaves like a traditional Viterbi Algorithm (VA).
In the second part, the trellis is visited in the backward direction. In this part,
the metric for each state are stored by the algorithm and soft-output information
of bits is computed as a Likelihood Ratio (LLR) in the form described below

P{u; = 1|r}).

Aluy) £ log <P{ul ~ 0} (14)

where u; is the transmitted codeword and r is the received sequence.

The BER performance of CHS receivers are evaluated here by means of nu-
merical results from Monte-Carlo simulations with Parallel and Successive Inter-
ference Cancellation (PIC) and (SIC), respectively. Perfect channel estimation
is assumed. The transmitted symbols are modulated with Binary-Phase Shift-
Keying (BPSK). The BER curves are plotted according to the average SNR per
receive antenna. Whenever notation M x N is used it refers to a MIMO scheme
with M transmit and N receive antennas.

Figure 4 first shows the BER results for traditional G2+G2, G3+1 and
G2+141 hybrid schemes without channel coding and SOVA detection. The PIC
are employed. We consider N = 4 receive antennas for all schemes. In terms of
BER performance, the G24+G2 scheme achieves the best results. This is expected
since all spatial multiplexing layers are space-time coded, resulting in a higher
diversity gain at the receiver.

Figure 5 shows the results for the coded hybrid scheme G3+1 with PIC de-
tectionyandeNm=pd teceiveantennasAs the decoding algorithm we consider
two approaches: Hard Output Viterbi Algorithm (HOVA) and SOVA. We can
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see that the use of a channel code in the non-space-time coded layer of G3+1
results in a huge increase in performance when compared with the scheme with
no channel coding. On the other hand, in the channel coded case redundancy is
introduced and therefore the effective spectral efficiency decrease from 1.5 sym-
bols/s/Hz to 1.0 symbol/s/Hz. Its worthnoting that SOVA offers an increase in
performance of about 3dB over the HOVA as expected and already demonstrated
in the theory of channel coding.

In Fig. 6, the effect of the channel coding is now evaluated for the G2+1+1
scheme. Here, we employ the SIC technique at the receiver with the assumption
of perfect interference subtraction. Again, N = 4 receive antennas are used. We
observe that the gain achieved by the use of channel code and SOVA is not as
evident as the gain perceived for the PIC case. When the SIC technique is used
at the receiver, the spatial diversity gain due to interference subtraction plays a
more important role in BER performance than the time diversity gain provided
by the channel code and the use of SOVA. This observation explains the smaller
improvement in performance as compared to the PIC case.

In Figure 7, we compare the receiver performance of two hybrid schemes. The
first is the PIC G2+ G2 with no channel coding and no SOVA. The second is the
proposed coded SIC G3+1 scheme with SOVA detection. The results are shown
for different number of receive antennas. It can be seen that similar performance
in terms of BER achieved with the traditional PIC G24+G2 scheme and N = 4
is also achieved with the coded SIC G3+1 with SOVA and N = 3. On the other
hand, the coded SIC G3+1 with SOVA and N = 4 outperforms the traditional
PIC G24G2 scheme and N = 5. These results indicate that the joint use of
channel coding and SOVA in hybrid schemes could cope with a receiver with
less receive antennas.

It is important to note that the performance gains in terms of BER pro-
vided by the use,of channel codingat,the transmitter and SOVA at the receiver
come at the cost of some complexity increase while the same spectral efficiency
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is maintained comparing the schemes G24+G2 and G3+1. On the other hand,
they can represent an attractive solution in scenarios with spatially correlated
channels, where the lack of spatial diversity could be compensated by an increase
in the time diversity offered by the channel coding.

7 Conclusion and Perspectives

In this work we have proposed some hybrid MIMO transmission schemes that
arise as a solution for the inherent diversity-multiplexing trade-off of MIMO
channels. Receiver structures based on a two-stage interference cancellation al-
gorithm the SIC detection strategy were presented. Then, we have evaluated the
performance of two hybrid MIMO receivers with to the joint the use of channel
coding and soft-output detection in layers that are not space-time coded. Simu-
lation results have shown that channel code and SOVA improve performance of
G3+1 and G2+1+1 schemes, mainly when no SIC is used.

The perspectives of this work include the implementation of other MIMO
hybrid schemes (considering space-frequency coding and OFDM transmissions)
as well as the adaptation of the interference cancellation architectures to the
multiuser MIMO context.
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Abstract. The effect of the Gap width on the impedance of a center-fed dipole
is studied. We propose here an equivalent capacitance to model the
discontinuity of the Gap region, in a closed-form formula. This model explains
successfully the dependence of the input impedance to the gap characteristics
as well as the current density along the dipole. The model has been used for a
calculable standard dipole and the results show a good agreement with the
experimental tests.

1 Introduction

The EM emissions are measured by the standard antennas. The AF is the essential
parameter of a standard antenna and is defined as the ratio of the electric field strength
E of a plane wave incident to the antenna to the detected voltage V| at its output:

AF (dB/m)=E/V,

Therefore the AF should be correctly determined for the precise EMC measurements.
The AF could be determined by experimental methods in a Standard Site [1] or by the
theoretical treatments. If the AF is evaluated directly by analytical or numerical
methods, the antenna is a “calculable” one. The AF depends on all the characteristics
of the antenna especially its input impedance.

The commercial softwares for the antenna simulation do not generally take into
account the gap effect on the dipole input impedance. Nevertheless, for each real case
we need a center-placed gap on the dipole to feed this instrument.

The problem of a dipole antenna excited by a finite gap could be treated by supposing
the integral equations for a non-continuous symmetrical body [2], [3]. These solutions
are not simple and generally proposed for the infinite dipoles.

Here the gap discontinuity is simulated by a simple equivalent capacitance C, which
is parallel to the dipole input impedance Z_ (Fig. 1).

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 38—42, 2004.
© Springer-Verlag Betlin Heidelberg 2004
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Fig. 1. Real dipole and its equivalent model

2 Theory

A general schema of a center-fed cylindrical dipole antenna is presented in Fig. 1. The
total length is / with a homogenous radius a. The hollow gap is situated symmetrically
between two metallic halves of the dipole and its width is d. This cylindrical hollow
volume could be filled with air or a dielectric material labeled by €.

The equivalent capacitance C, of the gap discontinuity could be deduced by
evaluating the induced charge on this region i.e. the open end of the halves. The
charge distribution along the dipole could be evaluated by the ‘“charge continuity
principle” [4]:

dl(z)/dz + joQ(z) =0 (D
By considering the symmetrical charge distribution in figure 1:
Q(a+df2) =-Q(-a-d/2) = (jl®) dl(z)/dz for z = a+ d/I2 2

where 1(z), Q(z) are the linear current density (A/m) and charge density (Q/m)
along the dipole and : ® = 27f. The equivalent capacitance C_, can be directly deduced
by using the definition of the capacitance :

c=1Ql/[3V] 3)

= C,, = |aQ(a+d/2)| 1 [V(dI2) = V(-d12)| 4)

The term |aQ(a+d/2)| represents the induced charge on each side of the gap where
the factor a (radius) is the equivalent length of the open-end halve in the gap region
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[4]. The term |V(d/2) — V(-d/2)| is the potential difference between two halves of the
dipole and could be explained by the input impedance of the dipole Z  and the
current on the dipole center:

[V(d/2) - V(-dI2)| = |Zan 1(z =0)| (5)
Let apply the relations (2), (4) and(5):
C.,=¢la/ oZ,, 10)| ] [d(z)/dz ;z=a +d/2 ] 6)

The relation (6) shows the dependence of the equivalent capacitance to the radius
of the dipole and the current density along the dipole as well. Here, €, is for indicating
the effective wavelength in the dielectric.

Now, it is interesting to apply the formula (6) for a half wavelength dipole, because
it is highly used as a standard antenna. In this case the longitudinal current has a quasi
sinusoidal distribution:

1(z) = I, Cos(2mz/M) ©)
2),(MN=
IQ(dr2)| = |(1/0) di(z)ldz ; z = a + dI2| = 1,(2n/Aw) Sin[n(d + 2a)/A] (8)
6), ()=
C.=¢ la/|Z, 1|11 1,2W/Ao) Sin(n(d + 2a) / }) |= )

€, [2an Sin((d + 2a) IM)]/ (M |Z,,| )
The equivalent impedance related to capacitance C,, is therefore :
|z |=1/]|C Jo=A|Z,|/[ 2er an Sin(n(d + 2a) /\) ] (10)

Referring to figure 1, Z, should be used in parallel to the theoretical input
impedance of dipole Z_.

For a typical example, let calculate the equivalent gap parasite impedance for a half
wavelength dipole at 2 GHz: f =2GHz; a =d =2.5mm and € =1;

ant

(10) I:> Zeq = 60 | Z'dﬂll I:> Zl" = Zeq | | Zan[ = 0.98 Zﬂ"l

This simple example shows that the perturbation of the gap on the input impedance
is negligible if the gap dimensions are limited. However, by increasing the gap width
and radius, C_ increases directly. The gap effect is more important if the gap volume
is filled with a high € _dielectric.

3 Experimental Results

A real system (dipole + balun) has been made to test the obtained formula (10). The
Balance to Unbalance transformer (balun) is here a wide-band printed one [5], [6].
This_balun_permits_to_install_directly two_symmetrical halves of the dipole on its
output lecher lines and to study the gap effects for a very wide-band 300-2100 MHz
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(Fig. 2). This balun is printed on a dielectric substrate with € equal to 5 and a
thickness about 2mm. By this high dielectric permitivity, the gap effects are
important.

dipole halve

SMA
connecto

Fig. 2. Experimental set-up to study the gap effects

The input impedance of this experimental set-up is measured on SMA connector
(Fig. 2). This impedance depends on the dipole impedance as well as the S parameters
of the balun. The S parameters of the balun are measured [6] and by knowing them,
the input impedance of the real dipole (containing the gap effect) is deduced.

The input impedance of the real dipole is presented in table 1. The indirect
measured impedance of dipole is compared with the analytical results of the formula
(10). Furthermore, the simulated input impedance by NEC software is presented,
where the gap effect is traditionally ignored. So, the table 1 shows first of all the gap
effect evaluated by the simple formula (10) comparing to an ideal case (without gap)

Table 1. Input impedance (module and phase) of the half wavelength thick dipoles; a = 0.010
A —0.014A, and the gap width d = 3mm

f Z:» (10) Z;, (meas.) Zat (NEC)
MHz | Q<deg. Q < deg. Q < deg.
700 117 <19° 119 <15° 117 <20°
900 123 < 10° 120 <6° 117 <20°
1100 | 130<8° 134 <5° 125<18°
1400 128 <0° 140 <-6° 120 < 15°
2100 | 130<-5° 125 <-18° 120 < 15°
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and secondly to the experimental results. This comparison shows the performance of
the proposed model.

As indicated in table 1, the gap effects are very important for the high frequency
where the gap dimensions are relatively comparable to the wavelength. For an
important gap appearance (f = 2.1 GHz), the input impedance of a real half
wavelength dipole could be completely changed and be capacitive !

4 Perspectives for Standard Calculable Antennas

This simple model could be used for the analytical treatment of a calculable standard
dipole. The traditional dipole analysis without gap effect can impose some error on
the AF up to 0.5 dB/m for a real thick dipole. The numerical simulation can cause the
same error too, if the gap discontinuity is not considered. However, a numerical
simulation based on FDTD can also take into account the gap effect and it could be a
good challenge to compare its results with this simple analytic formula.

Anyway, the presented compact formulation can present the gap effect as un
estimable capacitance which depends clearly on the gap dimensions and the current
distribution along the dipole.
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Abstract. Array antennas have the potential to increase the capacity of
wireless networks, but a distributed beamforming algorithm for maximiz-
ing the capacity in asynchronous, decentralized mobile ad hoc networks
is yet to be found. In this paper we pursue an interference avoidance
policy, based upon channel reciprocity in time-division duplexing, and
arrive at a practical signaling technique for array antenna enhanced ad
hoc networks in multi-path environments with fading. The beamforming
scheme may be incorporated in an RTS-CTS-data-ACK based medium
access control protocol without necessitating any exchange of channel
state information. In computer simulations we find that the interference
avoidance effectively bounds the packet transmission disruption prob-
ability, and that the resulting single hop transport capacity increases
almost linearly with the number of antennas under certain conditions.

1 Introduction

Wireless ad hoc networks have been receiving increasing attention in the recent
years, both from the academia and the private sector. Since ad hoc networks do
not rely on a fixed network infrastructure or centralized administration, the cost
in deploying such networks is greatly reduced. For this reason, ad hoc networks
can be easily set up and torn down, which makes them suitable to support com-
munications in urgent and temporary tasks, such as business meetings, disaster-
and-relief, search-and-rescue, law enforcement, among other special applications.
The IEEE 802.11 standard for wireless local area networks includes a medium
access control (MAC) protocol for ad hoc networking, letting a community of
terminals in a neighborhood exchange information over a common channel. Ad-
hering to a CSMA/CA (carrier sensing multiple access / collision avoidance)
policy, a terminal listens for signals from other transmitters, and refrains from
sending a signal if any interference is detected. If deployed over a large area, mul-
tiple terminals can communicate simultaneously as long as they are sufficiently
apart and the resulting cochannel interference (CCI) within certain limits.
Directional antennas offer CCI mitigation capabilities and transmission range
extension, thereby enhancing the spatial channel reuse. A number of MAC proto-
cols which aim to exploit the benefits of directional antennas have been proposed
for ad hoc networks, e.g. [1] [2] [3] [4] [5] [6]. In these works, simple antenna mod-
els,with.switchable beam directions,and line-of-sight (LOS) transmission scenar-
i0s are assumed. Wireless networks in indoor or urban outdoor environments,

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 43-52, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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however, encounter multi-path propagation, and direct LOS paths between the
antennas of two terminals exist only exceptionally. More often, multiple replicas
of a desired signal arrive at the receiver antenna via reflections from different
directions.

Array antennas along with proper digital array signal processing techniques
can effectively suppress CCI in non-LOS scenarios [7]. Employing array anten-
nas, the signals become multi-dimensional from the digital transceiver point of
view, and the channels between the terminals become multiple-input multiple-
output (MIMO) channels. Besides of facilitating CCI suppression, this multi-
dimensionality also opens new possibilities for the MAC. Sending out a signal
needs not necessarily be prohibited in the presence of a nearby transmitter.
Rather, with an appropriate choice of the vector signals, two or more pairs of
terminals can simultaneously communicate in a small area.

The problem of jointly optimizing the beamforming at multiple transceivers is
addressed in [8] for the case of a stationary, synchronous networks with multiple
base stations and mobile terminals. In this paper, we focus on decentralized
peer-to-peer networks with uncoordinated channel access. Furthermore, a MIMO
channel between any two terminals is assumed time-invariant only for the short
duration of a data packet transmission. We extend the principle of CSMA/CA
to multi-dimensional signals, arriving at a MAC scheme for networks in which
every terminal is equipped with an array antenna. The beamforming, including
power control, is accomplished on the basis of the observed signals during the
idle periods, while the frame exchange pattern for a data packed transmission
accords with the IEEE 802.11 MAC protocol.

The rest of the paper is organized as follows. In Sect. 2, we describe the trans-
mitter, receiver, and MIMO channel models. The actual beamforming schemes
are defined in Sect. 3. A respective MAC protocol, based on RTS (request to
send), CTS (clear to send), data and ACK (acknowledge) frames, is described
in Sect. 4. The achieved gains of the enhanced MAC in terms of the transport
capacity are analyzed by means of computer simulations in Sect. 5. Finally,
conclusions are drawn in Sect. 6.

In the following we use boldface characters for vectors and matrices, and let
a T, a H, and an asterisk in the superscript denote transposition, Hermitian
transposition, and complex conjugation (element-wise in the case of vectors),
respectively. Furthermore, ||x||=vxHx represents the vector norm.

2 Signal Model

We consider an ad hoc network in which all users share a common frequency
band. The transmission of a data packet from one terminal to another involves
the exchange of a number of frames in time-division duplexing (TDD). The total
duration of a data packet transmission is Tp seconds, and multiple terminal pairs
may communicate simultaneously as long as they are sufficiently apart.

The baseband.equivalentvectorsighal transmitted from a terminal A has the
form s 4y(¢), where y(t) is the normalized, modulated signal, and the N x 1-vector
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Fig. 1. Left: transmitter including a pre-filtering by s = (s1,...,sx)"; right: receiver

including a post-filtering by f=(f1,..., f~)T.

s represents the linear pre-filter, which is also sometimes termed beamformer.
The pre-filter assigns the signal stream for each antenna a certain complex am-
plitude, as shown on the left hand side in Fig. 1, where the total vector signal
power €4 =||sa||? is limited by €4 <emax. Finally, the signals are digital/analog
converted in the front ends and transferred to the radio frequency.

The reverse operations are performed in the receive mode, as sketched on
the right hand side in Fig. 1. At the output of the front ends in the terminal B,
the vector signal from the terminal A is observed as rp. ay(t). We restrict our
attention to narrow-band transmission scenarios where rg. 4 can be written as

(1)

with the Nx/N-marix H4_, g representing the MIMO channel between the digital
transmitter in the terminal A and the digital receiver in the terminal B. The
signals from the IV antennas are in the following linearly combined by the post-
filter 5, with ||fg|| =1, and the signal fgrB&Ay(t) is finally demodulated and
decoded.

In the rest of the paper we represent every transmitted or received vector
signal simply by its spatial signature, i.e., as s4 and rp._ 4, respectively. Further-
more, all terminals in the network are assumed similar, with identical maximal
transmit power and noise figure.

Given the Euclidean distance d4_, g between the two terminals A and B, the
elements in the MIMO channel matrix H_, 5 are modeled as independent and
complex normally distributed with zero mean and variance Cd ", 5, where C and
K are positive constants. This stochastic model for the MIMO channel accounts
for multi-path propagation, resulting in Rayleigh fading, and for the decay of
the mean signal strength with the distance by a certain path loss exponent k.
Independent fading of the V-V channels between the transmitter and the receiver
antennas is a reasonable assumption in environments with many scatterers and
an antenna spacing in the order of at least half of the wavelength.

We assume that the coherence time of the radio channels by far exceeds Tp,
making channel variations during a packet transmission negligible. A MIMO
channel is modeled as time-invariant, but only applies for one data packet trans-
mission. Furthermore, in a TDD scenario, the channels may be assumed recip-
rocal, i.e. [9]

(2)

rpea =Ha_,psa,

T
Hap=Hp 4
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3 Beamforming

Using an array antenna, causing excess CCI at a nearby terminal can be avoided
by a favorable pre-filtering in the transmit mode. Moreover, CCI can be miti-
gated during a frame reception by an appropriate linear combining of the sig-
nals from the N antennas. Both are usually depicted as beamforming, though
in multi-path scenarios beamforming is a somewhat more subtle procedure than
just steering the antenna beam towards the direction of the terminal of interest.

Beamforming during signal transmission and reception are dual problems in
many networking scenarios involving reciprocal channels. For instance, the same
beam pattern that minimizes the transmitted signal power towards a certain
neighbor also limits the interference originating from that terminal after the
two terminals swap their roles as interferer and receiver. In the below devised
data packet transmission scheme, we let every terminal use the pre-filter for the
transmit mode also as the post-filter for the receive mode, except of a scalar

factor, i.e.
SA = \/afA (3)

in the case of terminal A. Furthermore, a terminal chooses a filter when sending
(or receiving) the first frame and keeps it fixed throughout the packet transmis-
sion. As we will see in the following, these rules enable a terminal to control the
amount of interference it causes at active neighboring terminals.

Receiving a frame from terminal A at the time ¢, for instance, the signal-to-
interference-plus-noise ratio (SINR) after the signal combining in the terminal B
may be expressed as

vB(t) = fprpal = f5rseal’/No (4)
Yeeriay ErBeal? + No 3 cr (g [FRTBs|?/No +1

The numerators in (4) represent the gain of the signal of interest, the sum ex-
pressions in the denominators represent the CCI, with 7; denoting the set of all
active transmitters in the network at the time ¢, and Ny defines the power of
the additive thermal noise.

Two terminals successfully establish a packet transmission if the SINR’s dur-
ing the initial exchange of the RTS and CTS frames meet some criteria. Even
if this is the case, however, success of the subsequent data frame transmission
is not guaranteed, since in this phase the arrival of new interferers may lead to
a sudden deterioration of the SINR. Note that a CCI term in the expression on
the right hand side in (4) may be transformed as

Brneal’ _|SEHapsel®_[(Hpoesn)'sal” _ cmm

No epNo epNg €B

<rx<fB> < Sz >

Vv NO v/ Emax ’
(5)

using first sp =,/epfp and second the MIMO channel reciprocity (2). That is,

the, CCLfrom the terminal @ ds.afunction of e and the pre-filter chosen locally
by the terminal z. Qur idea is to bound the expression following the factor
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€max/Ep on the right hand side in (5) by imposing constraints on the pre-filter
selection. This limits the impact of a single interference source, reducing the risk
that an ongoing packet transmission is disrupted.

Supposing the terminals A and B aim to establish a packet transmission at
the time ty, we constraint the choice of the pre-filters s4 and sg by

<Iy Ve A,\{A B} (6)

() (=)

and
2

S IO Yz c Ato\{A,B}, (7)

<r3<_z> ( ] )
VNy V/Emax
respectively. In these two expressions, A; denotes the set of all terminals in the
network which are involved in a packet transmission at the time ¢, and I is
a positive constant. To be able to comply with (6-7), we let all idle terminals
listen to signals from neighbors and store the spatial signature of every detected
signal in a local database. Because of ||sal|? < emax, it is actually sufficient for
e.g. the terminal A to be aware of all r 4., with ||r 4. ,||?> > IoNo. The particular
pre-/post filers are chosen as follows.

3.1 Beamforming at Data Packet Sender

The terminal A, sending the first (RTS) frame within the packet transmission,
has no information about the state of the MIMO channel H4_,p and chooses
sa, f4 with the objective of minimizing CCI at the terminals A;\{A, B} under
the constraints (6) and |[s|? <emax. Hence,

f4 = arg min ma |rr£<_zf| (8)

X
fll=1 zeA:\{A,B}

and

\ IONosmax

|r£<—fo

S4 = min

r@ ~fa. 9)

max
zGAtO\{A,B}

Equation (8) may be viewed as finding the optimal subspace under the objective
of minimal CCI, whereas (9) represents the power control part, fulfilling the
given constraints.

Unfortunately, (8) is hard to solve if many interferers are present. As a prac-
tical substitute for f4, the eigenvector associated with the smallest eigenvalue of
the Hermitian interference-plus-noise correlation matriz [7)

Rijfn= > TacaThe,+Noly (10)
€A \{A,B}

Ol Ll Zyl_ﬂbl
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3.2 Beamforming at Data Packet Receiver

Upon receiving the initial frame, the terminal B chooses its filters on the basis
of rg. 4. By similar algebra as in (5), we find that the gain |[fira. p|* of the
signal from terminal B at the terminal A linearly depends on |r}, ,sp|?. This
motivates

fp = DA (11)
[rBeall

and

Vv IONOEmax

T
max r fp
weAi\{A,B} Irhes

s vV Emax -fB. (12)

Sp = min

4 MAC Protocol

The following RTS-CTS-data-ACK cycle accommodates the interference avoid-
ance policy (6-7) and the ensuing beamformers (8-12). As part of the protocol,
all idle terminals continuously listen to RT'S and CTS frames from neighboring
terminals and keep a copy of the spatial signature of every detected signal in a
repository.

1. To initiate a packet transmission, the terminal A sends an RTS frame choos-
ing a pre-filter s4 according to (9). The recipient (terminal B) successfully
receives the frame if, using the post-filter (11), the SINR ~p(t) achieves a
certain minimum SINR ~grrs. Otherwise, the packet transmission fails at
this point.

2. The terminal B replies by a CTS frame, choosing a pre-filter according

o (12). The CTS frame reception is successful if, after the post-filtering
by (8), the SINR ~4(¢) achieves a certain minimum SINR ~crs. Otherwise,
the packet transmission fails at this point.

3. The terminal A transmits a frame with the data, employing the same pre-
filter s4 as for the RTS frame. The terminal B successfully receives the data
if, using the same post-filter as for the RTS frame reception, the SINR yz(t)
never falls below ypara during the data frame reception. Otherwise, the
packet transmission fails at this point.

4. With a final ACK frame the terminal B acknowledges a successful data
reception, employing the same pre-filter as for the CTS frame. The entire
packet transmission is successful if, using the same post-filter as for the CTS
frame reception, the SINR 74 (¢) achieves a certain minimum SINR yack.

After the data packet transmission, both terminals refrain from transmitting
foratyleastyLpysecondsldi this timmethey can bring their databases up-to-date
in order to ensure a proper signaling in a following packet transmission.
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5 Numerical Results

The achievable end-to-end capacity of wireless networks with omnidirectional
antennas is studied in [10] by Gupta and Kumar, and extending their results to
some directional antenna models, under LOS conditions, is aimed at in [11] and
[12]. In the following, we analyze the performance of the proposed interference
avoiding channel access scheme, in environments with multi-path propagation
and Rayleigh fading. We restrict our attention, however, to the amount of in-
formation that can be transported over single hops, without paying attention to
the problem of finding end-to-end routes.

5.1 Network Simulation Set-Up

In our computer simulations, two new terminals are created for every data packet
transmission and randomly placed in the planar network area, and they imme-
diately disappear after the transmission, whether successful or not. This type
of network model may also be viewed as having an infinite set of nodes [13].
The position of the packet sender is generated in a uniform fashion, whereas the
associated packet receiver is uniformly placed within a radius of Dy,ay, repre-
senting the maximal single hop distance. Data packet transmissions are initiated
at random points in time, and the interval between the appearance of two packet
senders per any area of 1 m? exhibits an exponential distribution with mean z.
The entire network covers a much lager area than D2, such that the lower "lo-
cal” interferer density at the boundary does not essentially change the results.

The MIMO channels between two new terminals and all other active termi-
nals in the network are randomly generated according to the model in Sect. 2,
with a path loss exponent of kK =3 as commonly assumed for urban environ-
ments [14]. Following the generation of the positions and channels, the packet
transmission proceeds as described in Sect. 4. The RTS and CTS frames of a
packet transmission starting at t =ty are assumed infinitely short and the active
terminals during this phase are given by Ay,. The two frame transmissions are
successful if the SINR’s at the respective receivers achieve ygrrs and yorg of
6 dB each. For the data transmission we also demand a minimum SINR ~parta
of 6 dB, which needs to be maintained for every t € [tg, to+Tp). The ACK frame
is again infinitely short and requires an SINR of 6 dB at t=ty+71p.

As for the thermal noise power Ny we assume that a signal, being sent om-
nidirectionally with maximal power from a transmitter at the maximal distance
Diax, is received at a mean signal-to-noise ratio of 15 dB. Hence, packet trans-
missions are much more likely to fail because of excess CCI than because of the
thermal noise, unless the network usage is very low.

We compute the transport capacity [10] of the single-hop network, which we
define here as the achieved bit-meters/s/Hz per network area of 1 m?. Only a
single data rate of one bit per second and Hertz is available, and every packet
transmissionyfromya terminal A tosasterminal B with successful ACK frame
reception is accounted for d4_, g bit-meters/s/Hz.
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5.2 Results

Increasing the rate of the transmission attempts by decreasing p; lets the trans-
port capacity grow linearly with g, 1 at first, and only marginally for s close
to zero. In the same time the success ratio, defined as the number of successful
data packet transmissions over the number of attempts, approaches zero. In real
networks the success ratio determines the latency, since an unsuccessful attempt
implicates retransmission after some delay. As there are normally some limits
on the latency, it is reasonable to compare the transport capacities of different
channel access techniques at some fixed success ratio. We consider two scenarios:
In scenario 1 we adjust p; in each simulation such that a success ratio of 50%
results, whereas in scenario 2 we aim at a success ratio of 10%.

Fig. 2 shows the achievable transport capacities in these two scenarios, with
the number of antennas per terminal ranging between one and six. The given
transport capacities include a factor 1/Dpax. This is due to the fact that the
encountered packet transmit distances grow linearly with Dy, .y, the traffic den-
sity decreases with 1/D2 ., and, consequently, the transport capacities scale
with 1/Dpax. The figure contrasts the performance with the MAC protocol in
Sect. 4, with Iy =2, against the performance of two respective procedures without
collision avoidance: In the first, the data sending terminal A transmits and re-
ceives omnidirectionally, utilizing s4 = (/Zmax, 0, - ..,0)T and £4=(1,0,...,0)T,
whereas the data packet receiving terminal B chooses fg according to (11) and
SB=1+/€maxfB. In the second trivial channel access scheme, all terminals employ
maximal transmit power and omnidirectional beam patterns.

Clearly, employing multiple antennas does not have any effect with omnidi-
rectional transmission and reception. A beamforming at the data packet receiver
based on the vector signal from the packet sender yields some valuable gain if
N >1. More significant improvements result from accomplishing an interference
avoidance. In the case of one antenna, the superiority of a collision avoidance
scheme over a random channel access scheme is well known. With multiple an-
tennas, however, we find that an interference avoidance achieves even greater
gains. We note in particular that in scenario 1, employing the proposed interfer-
ence avoidance technique lets the transport capacity grow almost linearly with
the number of antennas.

A data packet transmission may fail either at the beginning because the SINR
requirements for the RT'S and CTS frames are not attained, or at a later stage
due to the sudden arrival of new interferers. We name the breakdown during
the data frame or the ACK frame a disruption of a packet transmission. It is
interesting to analyze the incidence rate of the latter. We consider the disruption
ratio, which we define as the number of disrupted packed transmission over the
transmission attempts, analogous to the success ratio.

We find disruption ratios around 20% in scenario 1 and 16% in scenario 2 for
both techniques without collision avoidance, no matter how many antennas are
employed. Hence, in scenario 2, many more packet transmissions are disrupted
than successfully,completed,Qui interference avoidance scheme limits the dis-
ruption ratios to fractions of the success ratios, as shown in Tab. 1. With six
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Table 1. Percentages of disrupted packet transmissions.

scenariof N=1 N=2N=3 N=4 N=5 N=6
1 5.0% 2.6% 1.5% 0.9% 0.65% 0.45%
2 2.5% 1.2% 0.6% 0.3% 0.15% 0.09%

=
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Fig. 2. Transport capacities with/without interference avoidance (IA), with different
numbers of antennas; left: scenario 1 (50% success ratio), right: scenario 2 (10% success
ratio).

antennas per terminal, for example, the disruption rate is less than a hundredth
of the packet transmission success rate in both scenarios.

6 Conclusions

A practical beamforming technique has been proposed with the objective of
avoiding CCI in decentralized asynchronous wireless networks. The beamform-
ing scheme, incorporated in a RTS-CTS-data-ACK based MAC protocol, may
be viewed as an extension of the CSMA /CA principle to the multidimensional
signal case. Every channel access is preceded by a sensing for vector signals from
active terminals in the neighborhood, and the spatial signature and power of a
transmitted signal vector are selected under the criterion of limiting the CCI
caused at the perceived neighbors.

Computer simulations have shown that the proposed beamforming can
greatly reduce the collision probability and increase the transport capacity com-
pared to channel access schemes without interference avoidance. Moreover, at
a moderate traffic load with a 50% data packet transmission success ratio, the
transport capacity grows almost linearly when increasing the number of antennas
per terminal from one up to six.

Acknowledgements. The authors wish to thank Dr. B. Komiyama for encour-
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Abstract. A computational code has been developed for analyzing 3-D
radiation problems in curved geometries. To accomplish this, a suitable
formulation is developed considering Maxwell equations in a general coor-
dinate system and numerically solved by the use of a parallel curvilinear
finite-difference time-domain (FDTD) method. In order to validate the
computational code, the method analyzes a microstrip antenna mounted
on a curved surface. The results obtained by the developed code are then
compared to those generated by the conventional (orthogonal) FDTD
method and by experimental measurements.

1 Introduction

Along with the new generation of wireless communication systems, precise analy-
sis of new radiating elements (antennas) of diversified geometries becomes neces-
sary to certify (and improve) the performance of these systems. An uncountable
number of techniques of analysis and synthesis are employed in order to analyze
several types of antennas with complex geometries [1]-[2]. General consensus,
what is aimed to be achieved with these geometries, somewhat complex, is to
allow that the radiator has its dimensions reduced, being able to operate in two
or more bands of frequency (multi-band antennas), and to have its radiation
characteristics (directivity, gain, efficiency, etc ...) optimized. The techniques
used to analyze such structures usually are limited by the Cartesian coordinate
system.

This way, the idea of developing a code able to analyze wide-bands for these
types of radiators in curved surfaces or with its spatial orientations not coincident
tosthe coordinatesyof the orthogenalsystem has motivated us to research the
FDTD method in general coordinates.

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 53-59, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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The nonorthogonal grid incorporation in the FDTD method was initially
proposed by Holland [3], who used a nonorthogonal FDTD model based on a
system of global curvilinear coordinates. This technique is named nonorthogo-
nal FDTD or GN-FDTD. In this method, Stratton’s formulation [4] was used to
solve the differential Maxwell’s equations numerically. However, the GN-FDTD
technique has limited applications because it is necessary to have a system of co-
ordinates that is analytically described by a global base [5]. Subsequently, Fusco
in [6] developed discrete Maxwell’s equations for a system of local nonorthogonal
curvilinear coordinates. This method is more versatile than the GN-FDTD, but
it requires a grid-generation software to discretize the analysis region. Lee, et
al. [7], expanded Fusco’s work to three dimensions and demonstrated the stabil-
ity criterion for the method. This method (LN-FDTD),truncated by the UPML
formulation proposed by Roden [5], was employed to analyze the antennas con-
sidered here.

The disadvantages associated with the LN-FDTD method, especially for the
analysis of 3-D structures, are: the large memory and the long CPU time required
for the calculations. A solution for these problems would be more powerful com-
puters. Another one, financially more accessible, would be the PCs clustering
technique [8]. Here, LAM/MPI library has been used along with the LN-FDTD
method to make a more precise analysis of the antennas and also to show the
efficiency of the parallel processing in face to the sequential one.

2 Parallel Implementation of the Nonorthogonal FDTD
Code

The main idea behind the parallel implementation of the LN-FDTD algorithm
is the division of the analysis domain into sub-domains. This technique is known
as Data Decomposition or Domain Decomposition. Data are portioned among
the processors and processed simultaneously by each processor, which execute
essentially the same code, but on different boundary conditions. This is a typical
implementation of the SPMD model (Single Program Multiple Data) [9]. The
distribution and sharing of data is manually made in such way that continu-
ity is ensured. The library chosen to exchange the messages is LAM-MPI[10].
Fig.1 shows how the field components are exchanged at the interfaces between
sub-domains for both LN-FDTD and FDTD. Thus, different processors work
simultaneously executing a part of the program, but about several data, i.e., the
processor calculates all the components of the fields of its domain, passing on
only those located at the interfaces.

For the microstrip antennas analyzed with a cluster with twelve machines
[11], the domain of analysis was divided in equal sub-domains resulting in ar-
rays with equal dimensions, as shown by Fig.2. Each processor calculates the
electric and magnetic components corresponding to the its assigned region (sub-
domains).
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Fig. 1. Comparison between field passing schemes: (a ) LN-FDTD - components located
at an interface between two regions on the surface u*; (b) FDTD - components located
at an interface parallel to the y-z plane.
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Fig. 2. Division of the numerical domain into sub-domains: (a) Numerical domain
under analysis; (b) Numerical domain divided into two sub-domains; (c¢) Numerical
domain divided into four sub-domains; (d) Numerical domain divided into six sub-
domains.

3 Results

Fig.3(a) shows the microstrip antenna over a curved (cylindrical) substrate ana-
lyzed by this paper. It is basically the same regular microstrip antenna analyzed
by Sheen in [12], but its patch is curved over the y-z plane, which curvature
radius is 20mm. It should be noticed, however, that just the patch is located
at the curved region of the substrate, in such a way that the feeding plane is
identical to that of the regular antenna.

To analyze a microstrip antenna over a curved substrate by the orthogo-
nal FDTD method is a complicated task because the method employs regular
(orthogonal) cells to model the physical boundary of this curved antenna. This
way, the LN-FDTD method has been implemented and applied to perform such
analy51s A curved- hnear grid has been projected in order to properly model the

X 99 X 36 grld ((L’ y7 ) and the Spalla]

89mm, Ay = 0.4mm, Az = 0.265mm.
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Fig. 3. (a) Rectangular microstrip antenna on a curved substrate; (b) mesh configura-
tion on y-z cross-section.

The boundary condition used to truncate the domain is the UPML imple-
mented in the curvilinear coordinate system 10 layers depth. The excitation
source is a Gaussian pulse described by

(t - to)z

= M

E, =exp

where T' = 15ps and t, = 45ps. The time increment ¢ used in this analysis is
0.488ps and the period necessary to reach the steady state is about 5000¢.

The parallel LN-FDTD implementation is convenient as long as the LN-
FDTD method requires approximately three times the computational effort re-
quired by the FDTD method. In such way, the mesh illustrated by Fig.3(b) has
been analyzed by employing six, four,two processors and one processor as well.
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Fig. 4. (a) Comparison between the ideal speedup with the obtained by the LN-FDTD
method and (b) Processing time required to analyze the microstrip antenna.
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definition of speedup is: S = Ts/Tn, where Tg is the time for the sequential
processing and T is the processing time required for N processors. It is no-
ticed that the speedup for the proposed algorithm, considering two processors,
is very close to the ideal (linear). From three processors on, the obtained speedup
still increases, but under the linear pattern. This behavior is basically due to the
network traffic saturation, as long as the LN-FDTD involves more interface com-
ponents that need to be sent and received among the domains. Fig.4(b) shows
the processing time versus processors. As it can be seen there is a considerable
time reduction when 6 machines are used.
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Fig. 5. (a) Voltage obtained between the terminals of the planar microstrip antenna
and between the terminals of the curved-substrate microstrip antenna (r = 20mm);
(b) Comparison between the reflection coefficients of the planar and curved substrate
microstrip antennas; (c) Comparison between the Vswr of the planar and cylindrical
microstrip antennas; (d) Comparison between the input impedances of the planar and
curved substrate microstrip antennas.

The voltage obtained between the feeding line terminals for the planar an-
tenna and for the curved-substrate microstrip antenna is shown by Fig.5(a).
Fig.5(b) shows the return loss as a function of frequency considering the simu-
lated results for planar and curved microstrip antennas and the measured results
for planar microstrip antenna [12]. From the evaluation of the return loss, the
(voltage) stationary wave rate (szn) can be obtained. Fig.5(c) compares the

adrical microstrip antennas versus fre-
5 +*$ * I
o
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figure, the real part of the input impedance, for the curved microstrip antenna,
is approximately 502 at the resonance frequency.

It is important to emphasize that the obtained results for the microstrip
antenna by the LN-FDTD method are identical to those obtained in [13] where
the GN-FDTD method is applied.

4 Conclusions

A computational code has been developed to solve 3-D radiation problems. This
code has been implemented to run in the sequential and parallel computational
environments, because the LN-FDTD method requires approximately three
times the computational power required by the conventional FDTD method.
This way, the microstrip antenna mounted on a curved substrate has been ana-
lyzed by employing six, four, two and one processor. The methodology permits
the analysis of structures whose geometries are not coincident to the Cartesian
coordinate system and, in such way, the physical boundary condition can be
applied with no approximations.

The reflection coefficient, Viwr and input impedance comparisons, revels that
the curved microstrip antenna has a lower level of reflection at the neighborhood
of the resonant frequency. Thus, this device matches better than the planar one
to the feeding line. It should be noticed that the analyzed antenna’s feeding line
is not included on the curved surface, although it could be easily included on
that region with the patch.
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Abstract. This article shows a simple mathematical treatment to model
and simulate the local scatters channel using a Gaussian probability den-
sity for arrival angle distributions, time correlation functions and power
spectral density. The correlation envelope is related to the channel pa-
rameters and is used in many applications where second order statistics
are needed. The channel temporal analysis uses the WSS-US (Wide-Sense
Stationary and Uncorrelated Scattering) model for modeling the direc-
tional components, considering parameters as angular spread, channel
directional component and Doppler frequency.

1 Introduction

Channel modeling is an important issue for mobile communications systems
performance assessment. From a description of the channel, efficient processing
techniques can be devised and the system performance can be analyzed. The first
channel model that included a directional component and an angular distribution
for incoming signals was proposed by Lee [1] in 1974. For that channel, the
outcoming signals, leaving the mobile station antenna, are reflected by scatters
uniformly distributed in a circular geographic area around the mobile station
and form a reflected signal cluster that reach the base station antenna array
within a certain angular interval at a ¢y angle. The directional channel model
can be classified as Low-rank and High-rank models [2], [3]. The most known
low-rank channel is the local scatters model. Each channel directional component
is modeled by a stochastic process h;(t, 7;) and the directional channel model can
be written as

N
1 .
E ma ¢l hl t, 7' E ma ¢l 7\/N E Otn’leijw"”t(S(thl) . (1)
n=1

=1
The sum in (1) provides a way of simulating the stochastic process iLl(t,Tl) by
adding a sufficient number of random variables. In accordance with the Central
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Limit Theorem, as N increases, ﬁ(t,n) tends to a complex Gaussian process.
Written in polar form the process modulus has Rayleigh distribution and a phase
that is uniformly distributed in [0, 27). The vector elements a(¢;) are the phase of
each arrival signal that reaches the base station antenna array, 7; represents the
path delay of each reflected component, p; is used as a normalization component
in order to ZZL:1 p? = 1, the coefficients oy model the variations of the incoming
signal power and f, ; represent the Doppler frequency in the n-th component of
the [-th directional path.

Generally the classical Jake’s method is used to simulate the stochastic pro-
cess h(t, ;) [4]. If a linear array with M elements along the y-axis is considered,
the steering vector can be written as

a(¢) =[1 e—JBdsen(¢r) . .. e—j(M—l)ﬁdsin(m)}, (2)
where § = 27” This vector specifies the transmitted signal phase, sampled at
each array element. The arrival angle ¢; is a random variable that depends on
the environment around the mobile station. Depending on the spatial scatters
distribution, different pdfs for azimuthal angular distribution are found in the
literature [1], [5]. Studies have shown, using field measurement, that when scat-
ters have uniform distribution, a Gaussian pdf is more appropriate to model the
distribution of arrival angles. Reference [6] proposed the formula

Q 7<¢‘—¢>20>2 T T
p(¢): € 2”¢ ) 77+¢0S¢S 7+¢07 (3)
27703) 2 2

where o is the standard deviation of the spread-out DOA (Direction of Arrival)
in the angular domain and @ is a normalization factor used in order to adjust
the area of p(¢) to unity.

2 Channel Correlation Function

In order to obtain the correlation functions, a linear array structure is assumed. It
can be shown that the output of this reception structure can be written in a vec-
torial form as y(t) = w[x(t) + n(t)], where x(t) = [zo(t) z1(t) -+ zpr—1(t)]7,

w=[wowy - wy—1]" and n(t) = [no(t) -+ ny-1(t)]". (4)

The components of x(t) represent the signal samples that can be detected
at each element array, whose values are given by the convolution between the
channel response h(t,7) and s(t). Therefore, x(¢) can be written as

L | N , L
x(t) = a() |—= > ange it st — ) = a(d)gi(t)s(t — 7).
;pl l \/ﬁn;l l 1 ;pz 1)91 z( |

5
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The term between brackets from this point it will be denoted by g;(¢). Using
this result, the array output y(t) can be written as

L M—1
t) = Zplgz s(t—m) Z Wy, am (B1) + Z Wy, i (T (6)
=1 m=0

As it is known, the array factor of an antenna array can be defined as the
product between the steering vector and an associated weights vector. The term
Z% 01 wi am(¢1) can be seen as the array factor value in ¢;. This array factor

is defined as F(¢;) = ZM (}w am (d1)-

The last sum in (6) can be seen as a Gaussian noise sample weighted by
the excitation amplitude of the array elements and will be denoted by 7,/(t).
Therefore y(t) can be written as

szgz s(t = ) F () + 1w (t). (7)
The channel response, in terms of the array factor, can be given by
L
7) =Y ma()3(t — ) F(¢r). (8)
=1

The correlation function is given by Ry(§) = E[h(t,7)h*(t + &, 7)], which
gives

L L
(Zplgl(t)(s(t — n)F(¢1)> (Zpkg;;(t +&)0(t — i + 5>F*(¢k>>] :
=1

k=1

Assuming that the L multipath components are uncorrelated, as assumed in
the WSS-US channel model, one obtains

L

L
Ru(€) =Y pi|F($)IElgi(t — m)gi (t =+ &) = D> pi[F()PRai(€),  (9)

=1 =1

where g;(¢) is the term between brackets shown in (5) and

N
1 .
Rgi (&) = N Z [on 10y, 1| Elexp(—527 fr 16)]- (10)
Considering E [an,la;,l] = 1 and using the Doppler frequency concept, one
has that
1 N

R eXP(— 27 fm €O8(Pn.1)€)]- (11)
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Equation (11) represents the medium value of Rg;(§) for N channel elemen-
tary realizations. From this result Ry (&) can be rewritten as

Zpl (60) Elexp(—527 fin cos(¢1)6)], (12)

where G(¢1) = [F(¢1)[*.
The expected value in (12) is given by

Rale) - | " p(60) exp(— 27 fi cos(1)€)der. (13)

— 00

Considering the Gaussian pdf for the arrival angle distribution and writing the
result in terms of Bessel functions, one has

R{Rgu()} = Jo(2m fm€) + QD Jor (27 frn&) (—1)Fe ™% Ay (60, S)

k=1

HEA(©)} = QS Joks1 27 fun€)(—D)Fe™ 7 By(60, Sy),

k=0
where Ag(a,b) and Bg(a,b) are defined as

Ag(a,b) = cos(2ka)A(2k, b) — sin(2ka)B(2k, b) (14)
By (a,b) = cos((2k + 1)a)A(2k + 1,b) — sin((2k + 1)a)B(2k + 1,b)
and the expressions A(a,b) and B(a,b) are given in [3]. Finally, the channel
correlation function can be written as

Zpl (61)|Rgy (). (15)

Figures 1(a) and 1(b) show the channel temporal correlation behavior for dif-
ferent values of angular dispersion, considering two values of the main channel
directional component and a Doppler frequency equal to 100 Hz. The channel
observation time in both cases is 40 ms. At first, it is possible to conclude that
the channel dynamics do not depend on the Doppler frequency, but on the spatial
features including the angular dispersion S4 and main component direction ¢o.
As ¢¢ tends to 0° or 180°, the channel presents a slower behavior. On the other
hand, the channel dynamics increases when the angular dispersion increases.

3 Power Spectral Density

The power spectra of the recelved signal in a multipath channel model can be
8 Doppler frequency shift equal to Svcos(¢)

Ol Ll ‘”LlLI

oves at a constant speed v. Therefore,
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Fig. 1. Channel temporal correlation for different values of angular dispersion, with
Doppler frequency equal to 100 Hz

if ¢ is the incidence angle of a radio wave arriving at an antenna array, the
instantaneous angular frequency, w(¢) = we + Wi, cos(d)
If one takes a base station directional antenna with gain G(¢) and considers

that ¢ has a probability density function p(¢), then within a differential angle d¢,
the total power is PyG(¢)p(¢p)dep, where Py is the power that would be received

by an isotropic antenna. The total power equals the differential variations of
the received power spectral density with frequency S(f)df. Considering that
w(®) = w(—¢), one has

(W)|dw| = 21 By [G()p(9) + G(=

Furthermore, |dw| = | — wy, sin(¢)||d¢| =

¢)p(=0)]|do]. (16)

(w2, — (w — we)?]2|d¢|. Therefore,
considering the Gaussian probability density functlon for the arrival angles, S(w )
can written as

(6= ¢0>2 . _<¢+¢29>2
G;(b)e 2cr¢ + G( ¢) 20 ] (17)
¢

V27 (w2, — (w — we)?)

and the Doppler frequency pdf can be expressed as

S(w) 27TP0Q l

e ¢
¢

exp | —

m

cos_li—o ’
p(f) = —= 9 <>¢

V28, (18)
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Comparing (18) with (17), it is easy to show that the spectral power density can
be rewritten as

S(w) = 2rPo[G(¢)p(w) + G(=¢)p(—w)] (19)

where p(w) is the pdf of the Doppler frequency given in (18). Figure 2 shows, for
example, the behavior of p(f) for different values of angular dispersion Sy, the
main component direction of the channel ¢ equal to 0° and maximum Doppler

frequency f,, equal to 100 Hz.
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Fig. 2. Probability density behavior of the random variable f, Doppler frequency, con-
sidering four values of angular dispersion, ¢o = 0° and f,, = 100 Hz.

Changes on the channel behavior depend, aside from the maximum Doppler
frequency, on the angular dispersion Sy and on the main component direction
¢o. An appropriate choice of angular dispersion depends on the environment,
antenna height and distance between mobile station and radio base station.

Conclusion

This paper presented a study of the Local Scatters Channel Model using a Gaus-
sian probability density to model the arrival angles of the received signal at
the base station. An analysis for both the temporal and frequency domain was
presented, using parameters of the spatial channel model. The classical Jake’s
method was proposed to model the multipath channel components. It was ver-
ified that the correlation envelope and the Doppler frequency strongly depend

main component direction and angular
5 +*$ * I
o
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Abstract. This paper presents a detailed study concerning the fading
correlation functions of a circular array compared to a linear array, con-
sidering probability density functions (pdf’s) related to the azimuthal
arrival angle. It is considered that signals that reach each element of the
array arrive respectively with uniform, Gaussian and cosine-shaped dis-
tributions. Mathematical and numerical results for these configurations
are presented.

1 Introduction

In wireless communications systems the channel model has generally an impor-
tant role. It would be difficult to evaluate a new method to improve a transmis-
sion link without a good channel model. In an attempt to include most of the
features found in practical transmission environments, the mathematical models
become more and more complex. To reduce the propagation impairments, many
applications of antenna arrays, including linear and circular arrays have been
studied. Therefore, it is important to know the behavior of the fading correla-
tion functions when different types of azimuthal arrival angle distributions are
considered [1], [2], [3]. In reference [4] the correlation functions are analyzed for a
linear array concerning the uniform distribution and the Gaussian distribution.
In this work a comparison between two usual array configurations is presented,
taking into account three different distributions.

2 Problem Overview

Imagine a propagation environment in an urban area where there are many
threes, buildings and other types of construction distributed around an user with
a portable cell phone. Therefore, one can assume that all these elements found
in this area can be modeled as a set of scatterers circularly distributed around
the user. In this model, the local scattering around the mobile user generates
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signals that reach the base station antenna within a range of angles. Moreover,
the spatial distribution function p(r) of the scatterers around the mobile unity
can be given by [5], [1], [6]

1
_ s llr—rusl| <R
p(r) = {0, elsewhere ’ (1)

where r is a radial distance measured from the mobile station position, R is the
radius of the scatterers circle, typically in the order of 100m to 200m, and 7,5
is the distance between the base station and the mobile station.

Depending on the spatial distribution of the scatterers, different pdfs for
azimuthal angular distributions can be found in the literature. The first one is
the uniform distribution, p,(¢), written as [2]

pu(d)):{QIAvAJrqf)ogquAJrgﬁo'

0, elsewhere
Although this distribution can provide a closed form expression for the en-
velope correlation coefficient p at different antenna positions, it has been shown
that this uniform assumption is not valid for uniform scatters distribution. The
second distribution, p.(¢), known as cosine-shaped distribution, was proposed
in [1] and can be written as

(2)

2oos (¢ = @o), 5+ 0o << T+
— T I 2 o = — 2 o
pe(9) {0, elsewhere (3)
and the third case is the Gaussian distribution, py(¢), that is given by [7], [3]
k _ <¢»—:o>2 . -
Po(@) = —==e P . S +0,<H< 5+, (4)
27r035

where o4 is the angular standard deviation and the parameters ks and k3 are
chosen in order to adjust p.(¢) and p,(¢) areas to unity.

3 Spacial Correlation Study

After presenting the channel model and azimuthal arrival angle distributions, one
can introduce the signal samples taken at the array elements. These samples,
denoted by x; and z. respectively for a linear array and a circular array, can be
put in a vector notation written as

e—JioBdsin(¢) eJBacos(¢p—01)
e—JtBdsin(¢) eJBacos(¢p—0z)
efjiN,l'Bdsin(qs) eJBacos(¢—0n)
where ig = 0,4, =1, ---, ixy—1 = N — 1 and the angles 0,, stand for the angular

position,of the circular array-elements:.For the case of uniform circular arrays
0n = 27, where IV is the number of elements in each array configuration.
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3.1 Linear Array Correlation Functions

Consider the correlation between two signal samples, z,,, and z,,, taken from two
array elements when the arrival angle distribution is uniform. In this case the
spatial correlation, noted by p,(m,n), can be written as

pu(m,n) = Elzmay,], (6)

where E[z] represents the expected value of z.

Applying the pdf described in (2) and expanding the result in terms of
Bessel series the real and imaginary terms of p,(m,n), respectively, denoted
by Rpu(m,n) and Zp,(m,n) can be written as

Rpu(m,n) = Jo((im — ,)0d) +2 i Jok ((im — in)Bd)Sa(2kA) cos(2key),
k=1
(7)

Zpu(m,n) =2 Joki1((im — in)Bd)Sa((2k + 1) A) sin((2k + 1))
k=0

In the second case, concerning the linear array, the arrival angle distribution
has a cosine shape, as given by (3). In this case, the intergrals that arise in
decorrence of applying the expected value considering (3) can not be solved in
general for any exponent k. Following, the autocorrelation functions for £ = 1
and k = 3 are shown. In each case one obtains a different ko value. When k£ =1,
the adjusting parameter ko = /2. Using the Bessel’s series, the functions Rp.
and Zp. can be written as

cos(2keo)

Rpe(m,n) = Jo((im mﬁd—?Z D (i = n)5d) =g -
8

Immmw:ghmm—%m@mm%y

For k = 3, the adjusting parameter ko = 37/4. In this case the correlation
functions are given by

Rpc(m,n)=Jo((im — in)ﬂd)+18kz=:l Jon((im — i")ﬁd)(_l)k (4k2c_osg§)2(¢;0kk2)_ 1) ’

Zpc.(m,n)= ?1)_7(; (3J1((iyn, — i) Bd) sin g + J3((iy, — ip)0d) sin(3¢q)) ,
(9)

In the last case, con51der1ng also linear arrays, the Gaussian distribution

ival angle. In this case the correlation

1ave the following expressions for real
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and imaginary parts, denoted by Rp, and Zp,, respectively

Rog(im,n) = Jo((im — in)3d) + 22 7 2 (i — i) (00,60
- (10)
Zpg(m,n) 73 Z ok+1( —in)Bd)Ls; (04, ¢0) ,
I (0g, do) = \/7— [cos(2k¢o)A(2k, o) — sin(2keo)B(2k, 04)] e*%z"i,
Isk(0'¢, ¢)0> g [Sin((Zk + 1)¢0)A(2k +1, O’¢)

(2k+1)2a§>

+ cos((2k +1)po)B(2k + 1,04)]e” =,
where A(a, b) and B(a,b) are defined in [4].

3.2 Circular Array Correlation Functions

For the case of circular array, the signal samples taken from the array elements
are given as shown in the second vector expression of (5). Considering the uni-
form arrival angle distribution given in (2), the correlation function will be given
by

pu(m,n) =E [eXp(jﬁaCm,n cos(¢ — ¢m,n))] ) (11)

where Cp, ,, and ¢, p are, respectively, given by

_1 ( sinf,, —sinf,
¢m,n =1tg ! (m) and Cm,n = \/2(1 - COS(em — Gn)) (12)

As can be seen in Equation (11), terms as sin(x cos(6)) and cos(x cos(d)) will
arise. Therefore, using Bessel’s series, one obtains the real and imaginary parts
of p,(m,n), which are given by

Rpu(m,n)=Jo(BaCrm.n) + 2 Z )% Jok (BaCom.n)Sa(2kA) cos(2k(do — dm.n))

Zpu=2 Z J2k+1(8aCum,n) (—1)"Sa((2k + 1) A) cos((2k + 1)(¢o — dm,n))-
k=0

Considering now the cosine-shaped angular distribution, the general expres-
sion for the correlation functions, when for example k = 3 is set, can be written
as follows

cos(2k(¢o — dm,n))
(4% — 1)(4k2 — 9)

Rpc(m7 n) = JO(ﬂaCm,n) + 182 J2k(ﬂacm,n)

k=1

pm.n) + J3(B8aCm,n) cos(3(¢o — dm.n))) ,
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(a) Uniform distribution and main (b) Cosine-shaped distribution with
cluster direction ¢og = 45° k = 3 for different values ¢o

Fig. 1. Spatial correlatial plots between the first and third elements in a linear antenna
array with eight elements.

The last case concerning circular array arises when a Gaussian distribution is
used. In this case the correlation function between two samples taken from the
circular array can be obtained by using Bessel’s series. Therefore it is possible
to write the real and imaginary parts of py(m,n) as

Rpg(m,n) = Jo(BaCumn) + ks \/_Z )* 3ok (BaCom.n) Lok (04, G0, G )
(13)

9 0o
ng(m ’l’l = k3 Z J2k:-|—1 ﬁacm n) Sk(a¢ ¢07 ¢m n)

7T
k=0

Iy = \/ge*?k%i (cos(2k(do — b)) A2k, o) — sin(2k(¢o — Gm.n))B(2k, 74)),

<|

Ty =L (cos((2k + 1)(60 — )} A2k + 1,07)

((2k+1)04)?2
2 .

—sin((2k 4+ 1)(do — Gm.n)) B2k +1,04))e”

4 Results

After obtaining the correlation functions for the three arrival angle distributions,
for both linear and circular arrays it is possible to show some numerical results,

= R%(p(m,n)) + Z%(p(m,n)). The first

iform e cosme—shaped dlstrlbutlons. A
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; B —
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o2k * ‘:\.“u 2
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a/h a/k
(a) Cosine-shaped distribution with (b) Gaussian distribution with ¢o =
k = 3 for different values of ¢g, con- 90° for different values of o4, consid-
sidering the fourth and seventh ele- ering the second and fifth elements
ments

Fig. 2. Spatial correlation plots between elements in a circular antenna array with
eight elements.

linear array with 8 elements with distance d between each element was consid-
ered. The curves obtained are shown in Fig.1(a) e Fig.1(b). The second results
were obtained for Gaussian and cosine-shaped distributions, considering a cir-
cular array with 8 elements and radius a. The plots obtained can be seen in
Fig.2(a) and Fig.2(b) As can be seen in Fig. 2(b) the spatial correlation depends
on the array structure and main cluster angular direction. When ¢y = 90° and
Gaussian distribution is used, the circular array presents total spatial uncorre-
lation. Moreover, as it is known the cosine-shaped distribution approaches the
Gaussian distribution when the parameter k increases. So, when a circular array
is used, the spatial correlation decreases faster with smaller values of radius a.
When a Gaussian distribution is used, the correlation envelope tends to zero
faster than for the other cases.

5 Conclusion

This paper presented a comparative study between two array configurations con-
cerning three types of arrival angular distribution: uniform, cosine-shaped and
Gaussian distribution. Two commonly used array configurations were analyzed,
the linear array and the circular array. Closed forms expressions were obtained
for the correlation functions of the cosine-shaped distribution for three values of
the parameter k and, as shown for the case of circular array, k = 3 is sufficient
to obtain good results, while with linear array this value was insufficient.

Ol Ll Zyl_ﬂbl
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Abstract. This paper reviews most commonly used ray tracing techniques and
applies a ray tracing technique which incorporates site specific environmental
data to predict path loss in newly constructed hostels in Universiti Teknologi
Malaysia (UTM) for 5.8 GHz Industrial, Scientific and Medical (ISM) band in
Malaysia. Radio propagation path loss has been measured in order to verify the
predicted results. As the prediction model excluding the vegetation affects that
appeared in the fresnel zone clearance in the real site environment, corrections
has been done on the predicted total loss in taking account the obstruction loss.
It indicates a good agreement between measurements and predicted result with
a deviation range of 0.01 dB to 2.82 dB.

1 Introduction

Radio propagation is heavily site-specific and can vary significantly depending on the
terrain, frequency of operation, velocity of the mobile terminal, interference sources
and other dynamic factors. To achieve high radio system availability, apart from the
radio equipment design, good location of radio antenna sites, good radio path plan-
ning and choice of an interference-free radio channel are most important. [1] Hence,
accurate prediction of radio wave propagation in a communication channel is essen-
tial before installation of any wireless system. Site specific analysis tools have prolif-
erated for this purpose. The used of these tools has also been boosted by the avail-
ability of detailed city or building maps in electronic format. One of the basic site-
specific analysis tools is ray tracing software module that applied in this paper. This
technique of prediction is then verified and enhanced with actual RF measurements in
the possible installation scenario.

There are two main options that are available for the implementation of a ray trac-
ing software module known as ray launching, and point-to point ray tracing approach.
[2]-[5] Both of them have their individual pros and cons. Ray tracing computes all
rays receiver point individually but require an extremely high computation times.
Thus, to make this technique computationally feasible, many acceleration techniques
havepbeenpproposedntonberimplementedwin this approach. On the other hand, ray

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 74-81, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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launching [6]-[8] is an option that the casting of rays from transmitter is in a limited
set directions in space causing inaccuracy for those rays traveling long distance. A
small constant angle separation between launched rays needs to be specified to pro-
duce reliable results. Though, this technique is very efficient computationally.

In conjunction with the two options available, there are authors that mixed the two
techniques by splitting the three dimensional (3D) into two successive two-
dimensional stages, without loss of generality compared with the full 3D techniques.
(31, [9]-[11]

All the options in ray tracing software models have been widely used as simulation
tools for the design and planning of wireless system in mobile and personal commu-
nication environments: outdoor macro cells, street micro cells, and indoor pico cells.
All the available modeled ray tracing techniques approximate electromagnetic waves
as discrete propagating rays that undergo attenuation, reflection, diffractions and
diffuse scattering phenomena if available due to the presence of buildings, walls, and
other obstructions. The total received electric field at a point is the summation of the
electric fields of each multipath component that illuminates the receiver. These mod-
els have the advantage of taking 3D environments into account, and are thus theoreti-
cally more precise. In addition, they are adaptable to environment changes such as
transmitter location, antenna position and frequency and predict wideband behavior
as well as the waves’ direction of arrival.

This paper is organized as follow: Firstly, a brief description of a ray tracing model
that applied in this paper. This is followed by experimental setup and results. Then,
predicted results are corrected to take accounts the vegetation obstructions in the
fresnel clearance and presented in Section IV. Finally, discussions and comparisons
of experimental results and predicted result are presented.

2  Propagation Prediction Model

The model applied in this paper is based on a 3D Vertical Plane Launch (VPL) ray
tracing technique, developed in [12]. The VPL approach accounts for specular reflec-
tions from vertical surfaces and diffraction at vertical edges and approximates dif-
fractions at a horizontal edge by restricting the diffracted rays to lie in the plane inci-
dence. Some limitations and simplifications arise from this software to obtain a com-
putational efficient model. This model neglects diffuse scattering from the walls, rays
that travel under a structure and also reflections from the rooftop that travel upward
and hence away from the buildings and receivers. It is believed that the rays do not
contribute to the total received power in a microcellular environment, or that they
occur very infrequently.

To save computer time, we restricted the number of reflections to six for each
branch between vertical diffractions. The number of diffractions on horizontal
wedges is not limited in any of the cases. Due to diffraction by vertical wedges is very
time consuming, a limitation on the number of diffraction at vertical edge is done

wheresany-givensray-pathstosatzmost:two-Besides, £ =6 is used for the reflection
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coefficient at walls [11] because the use of reflection coefficient for a dielectric half
space with £ =5—7 give the least error with measurements. Vegetation effects did

not considered in this model due to the irregularity of the plantations along the paths.
Nevertheless, corrections will be done in the end of the prediction to obtain an accu-
rate prediction.

2.1 Site Survey

A visit to the related site is carried out. There are mainly seven blocks three-wings
with eight to ten floors buildings in first hostel and two u-shaped with five floors
buildings in another hostel. Transmit site is at Wireless Communication Centre
(WCC), which is located at least 30 meters higher than the hostels’ building. The
terrain between WCC and the hostels is a small oil palm plantation. Hence, the site
overlooked a terrain of light rolling hills with moderate tree densities. From the high-
est floor of WCC, we can clearly see these buildings and the oil palm plantation.
Figure 1 (a) and (b) show the photos that captured from WCC to both the hostels,
whereas figure 1(c) shows the photo that is captured from one of the receiver site in
the hostel to WCC.

T

T

(b) (©
Fig. 1. Photographs Illustrating the Site Related

2.2 Geometry Databases

The first step of site specific propagation prediction is characterizing the geometrical
and electrical attributes of the site. The obtained building plans and contour maps are
digitized into databases. This prediction area covers 720 X 1280meter’. The same
building database and terrain database will be used in the simulation to predict and
analyze the result on different placements of the receiver point. Figure 2 shows the
visualization of the building and terrain databases for the software.
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2.3 Antenna Parameters

Besides geometry databases, antenna radiation pattern and gain are also important
inputs in the software. Market available planar array directional antennas are used in
the wireless measurement for both the transmitting and receiving sites. Unlike omni-
directional antenna that used in mobile systems, the received power can be higher as
much as the antenna’s gain, but only if the arriving rays lie in the angular range of
main lobe. Hence, before wireless prediction and measurement being carried out, is a
need to verify the antenna radiation pattern and the gain of the antenna. Measurement
of radiation pattern and gain of the antenna at 5.77 GHz has been carried out in an
anechoic chamber followed the procedure which printed in [13]-[15]. Two 2D pat-
terns have been measured. They are the x-z plane (elevation plane; ¢ =0), which

represents the principal E-plane and the x-y plane (azimuthal plane; 6 = zr/ 2), which

represents the principal H-plane. Figure 3(a) and (b) show the principal E- and H-
plane radiation pattern in polar-logarithmic form.

(@) (b)
Fig. 3. (a) Principle E-Plane. (b) Principle H-Plane.
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Two-antenna method of absolute-gain measurement has been carried out to obtain
the gain of the antenna. This measurement was carried out with both the antennas
were polarization matched and the separation between the antennas prevail far-field
conditions. From the measurement, the computed gain of the antenna is 23dBi.

3 Experimental Setup

This measurement campaign was carried out in nine blocks of two hostels’ buildings
that include 35 local area path loss measurements, with transmitter antenna was
placed at the rooftop level of Wireless Communication Centre, UTM. After deter-
mining the locations for the transmitter and receiver, the antennas are mounted onto a
pole with a proper polarization. The antennas and the mounting brackets used are
able to withstand strong winds to avoid any movement that could introduce mis-
alignment. The outdoor unit is then mounted to the mounting bracket, connected to
the antenna via a short RF cable and connected to indoor terminal via an IF cable. At
every site, the antenna is aligned in both the azimuth and elevation planes until
maximum received signal level is obtained. As all operator communications with the
measurement system is achieved over the Ethernet port using hypertext transfer pro-
tocol (HTTP), it eases the access and control the terminal remotely from any geo-
graphical location.

The 35 radio paths propagated from the transmitter passing through an oil palm
plantation before reaching the receivers. The distances for these links were ranges
from 360 to 605 meter with the transmitter was higher than the oil palm plantation
and the receivers. To assure that propagation channel were stationary in time, the
measured data was averaged over 30 instantaneously sampled values in 15 minutes.
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Fig. 4. Measured Loss
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4 Prediction and Measurement Comparison

The discussed ray tracing wave propagation prediction software tool is used to com-
pute the path loss value with respect to the slow fading process at the given receiver
locations. Visualizations were done on every receiver location in order to understand
the different ray components contained in every channel.

The 35 set experimental data obtained from field measurement is shown in Figure
4. The instantaneously sampled values are found having small fluctuation within 3.4
dB maximum ranges and with standard deviation less than 1.1 dB. Mean of the 30
sampled values is computed for comparison with prediction then.

From the 35 local area path loss predictions, there are 11 locations matched closely
with measurement loss, with error range from 0.09 dB to 2.78 dB. These locations are
classified with links that have 100% fresnel zone clearance with LOS or NLOS con-
ditions. The predictions loss for another 24 locations has range from 3.61 to 33.03 dB
less than measurement data. The severe difference is due to the irregular vegetation
effects in fresnel zone which is hard to model and is not considered in VPL ray trac-
ing prediction. All of these 24 locations are in LOS conditions. Hence to consider the
obstruction loss of vegetation in fresnel zone, the deviation within free space loss and
measurement loss will be used. The free space loss model is used to predict received
signal strength when the transmitter and receiver have a clear, unobstructed LOS path
between them. [16] The equation of the free space loss with R distance at frequency
5.775 GHz is

PL, =107.671+20log R_ M

Figure 5 shows comparisons between predicted path loss and mean measured path
loss, and also the computed free space loss. After VPL predicted path loss added with
the computed vegetation obstruction loss, the difference between the modified pre-
dicted data and measured data is displayed in Figure 6 From this figure, is found that
the modified predicted loss have a very good agreement with the measured loss. Both
the computed mean and standard deviation for the error are 0.95 dB only.

5 Conclusion

The VPL ray tracing is based on an efficient 3D ray construction algorithm, taking
into account a sufficient number of reflections and diffractions. Radio propagation
path loss has been measured in order to verify the predicted results. As the prediction
lack of important vegetation lines that appeared between the transmitter and receiver,
the difference between experimental data and free space loss had been used to repre-
sent the vegetation obstruction loss in fresnel zone clearance and to correct the pre-
dicted data. The corrections were done only to those predicted ray in LOS condition
with vegetation obstructions in fresnel zone and had severe difference with experi-
mental data. Out of the 35 locations, 24 predicted were corrected. And finally, the 24
corrected data and 11 uncorrected predicted data showed good agreement with the
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measurement data, which the mean error and standard deviation lower than 1 dB.
These small errors might be contributed by the experimental configurations such as
terrain and building data inaccuracies such as wall orientation error, wrong earth
levels and missing information likes construction material characteristics.

Overall, for links with LOS conditions, the obtained predicted path loss and power
delay profiles that without consideration of vegetation effect can be corrected or
modified accordingly in such a way described above before employed as a tool for
aiding in the planning and design of wireless system, due to their accuracy and effi-
ciency. Other LOS, OLOS or NLOS links that without vegetation obstruction in
frenel zone clearance, this VPL ray tracing tool is able to provide a good prediction.
For future work, the analysis of radio propagation with this method finally provides a
complete set of output magnitudes that can be used to analyze BER for digital modu-
lations and to characterize the channel where strategies like diversity, equalization, or
adaptive antennas are used.
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Abstract. An algorithm for wireless link dimensioning using an approximation
technique that allows the decomposition of a two-dimensional Markov chain in
two one-dimensional chains is presented. The algorithm was applied to
GSM/GPRS links considering as service quality parameters, the voice blocking
probability, the data blocking probability and the data waiting average time.
The number of channels and the preemption threshold of voice channel over the
data channel have been determined, illustrating the adequacy and efficiency of
the considered algorithm.

1 Introduction

The introduction of the multiple access service GPRS (General Packet Radio Service)
on GSM networks (Global System for Mobile Communications) increases the use
efficiency of radio resource through the sharing of data and voice users on the
available channels in GSM networks [1]. The GPRS uses the GSM frequency
canalization whose carrier supports a TDMA frame (Time Division Multiple Access)
composed of eight time-slots. Users can share the transmission of voice, PDUs
(Protocol Data Unit) and signaling over several frequency carriers.

When a mobile station wants to transmit a PDU (Protocol Data Unit), it requests
the creation of a TBF (Temporary Block Flow) through the random access channel
PRACH (Packet Random Access Channel). The mechanism of TBF creation can be
viewed as the establishment of a virtual circuit defining the connection between the
mobile station and the base station. This virtual circuit remains connected and busy
during the time necessary to the complete transmission of the PDU.

The integration of voice and data users can be implemented on packet switching
networks treating both in the same way, but giving priority to the voice users over the
data users, in order to guarantee a maximum time delay to the voice channels [2], [3].
The multiple access protocols with reserve [4] allow the allocation of channels
repeating cyclically in the appropriate cadence to synchronous users. The remaining
system capacity is used to send the data signals that are sensitive to losses, but not to
delays. Such integration can be implemented, for example, by the combination of the
protocol TCP/IP (Transmission Control Protocol/Internet Protocol) for data with the
protocol UDP (User Datagran Protocol) for voice. Chen et al. have investigated the
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voice and data sharing with priority for the voice service and buffering the preempted
data packets [5]. Meo et al. have investigated a dynamic sharing strategy using the
information of the buffer occupation as reference for allocation of exclusive channels
for data packets [6].

In this paper, an algorithm for the dimensioning of wireless links is considered
using an approximation technique [7] that allows the decomposition of the two-
dimensional Markov chain, in two one-dimensional chains. The assumptions and the
system model are presented in Section 2, determining the capacity of the wireless
link. Numerical results and discussions are presented in Section 3, and the
Conclusions are presented in Section 4.

2 System Model

Each mobile station generates PDUs having Poisson distribution with average rate A,/
n, n being the number of mobile stations in the system. The lengths of the PDUs have
exponential distribution with average size E{R}. Voice calls are generated with
average rate A, /n having Poisson distribution, with service average time //u, and are
exponentially distributed. The blocked voice calls are cleared of the system.

The transmission system is modeled with C = C, + C, channels, each one has a
transmission rate of 13.4 kbps (CS2 codification scheme used in GSM).

A channel, when busy due a voice call, remains unavailable during the
conversation time, and is set free in the end of the communication. When busy for a
PDU transmission (a mobile station is sending a PDU), the channel remains
unavailable during the transmission of the PDU, unless it suffers preemption from a
voice call. In that case, the remaining not transmitted bytes of the PDU are buffered
and are priority sent, in a next successful access. Each station has a buffer to store the
PDUs when the access is denied, being b the limit for the maximum number of PDUs
in the system. If a PDU is generated and the buffer is full, the PDU is blocked and
cleared of the system.

Both the voice calls and PDUs can access C, channels, from the total of C
channels, with preemption for the voice calls over the PDUs. The C, = C - C,
channels can be exclusively taken by PDUs. Each PDU uses only one channel at a
time. Therefore, the resulting channel service time is equal to the division of the PDU
length by the channel transmission rate (13.4 kbps). The packet retransmissions due to
the error control scheme increase the PDUs average length and the parameter 7/u,
takes into account these retransmissions.

The complexity of the Markovian chain significantly grows when the number of
channels or the buffer length of the system increases, making its use impractical for
dimensioning purposes.

Ghani and Schwartz has shown that the probability of the number of voice
channels and the conditional probability of the number of data channels could be
approximated by independent queues [8]. In general, the time to transmit a PDU is
significantly lesser than the duration of a voice call, and the quality of the
approximation improves as the difference between the service time of the voice and
data channels increases.
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The number of channels allocated to voice users, Y, is described by the M/M/C/C,
queue since, thanks to the preemption mechanism, all C, channels are available to the
voice users

The conditional number of data users (PDUs), N for a given y, can be
approximated by the M/M/C +x/b queue.

The maximum current number of channels that are used by PDUs is C, + x, with x
= C, -y, and the preempted PDUs are not considered in the buffer of the conditional
queue approximation.

The traffic parameters p =4,/ 4, and p, =4,/ g, and the structural parameters C,
C, and b are considered known when performing analysis is computed. The main
purpose is to determine the service quality parameters: P, voice channels blocking
probability; P, data blocking probability and W, PDUs average waiting time.

The QoS parameters P, , P, .. and W, are specified as goals to be achieved with
a minimum number of channels in the system (C and the threshold for data C,) when
dimensioning the wireless link. The voice and PDU demand traffic forecasts,
characterized by p, and p parameters, are assumed to be known.

From the M/M/C /C, queue, the voice channels blocking probability is given by the
Erlang Formula [10].

The number of channels available for PDU transmission is dependent of the
number of channels occupied by voice users. Therefore, the conditional probability of
C, + x channels available for data is given by

k! (c, —x)

-1

C, &k C,—x

qxz{ p”} Py , x=01..C,. (1)
k=0

The data channels can be modeled by the M/M/m = C, + x/b queue, where b is the
limit for the maximum number of PDUs in the system.
The probability of transmitting kK PDUs is given by [9].

k
pd(O,m)/;—! for 1Sk<m=C, +x.
pa(k,m)= )
pa(0,m) m!Zi‘ for m<k<b.
with
. P b-m+1) |~
ol ok P (1_(,”] ]

A2

The data channel probability distribution function is given by

Pa(0,m)= 3

b
Il
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C,

pda(d):qu -py(d,m), d=01..b. (4
x=0

A new TBEF requisition will be blocked if k = b PDUs are in the system. Thus, the
conditional blocking probability is given by p (b,m) and the data blocking probability,
P,.is

C,
Pa= q: palbm) 5)

The average waiting time, W, is given by (Little Theorem)

C
IR RS
Wy = Py (I_Pda) quL(M) Ly . (6)

x=0

where L(m) is the average conditional number of PDUs given by

” 2[1 _(%jk*qu _(1 —%j(k— . +1)(ij»1]
m![l—gjz

L(m) = p (0, m) +p(l=p4 (b, m)) (7

2.1 Algorithm for Synthesis

The proposed algorithm has two phases. First, the number of channels C,, which are
shared by the voice and data users, is determined guarantying the bound for the voice-
user blocking probability specification, P, . Second, the number of channels, C,
which are exclusively allocated to data users, is determined to attain the specified
bounds W, (average waiting time) and P, . (data blocking probability) values.

The determlnatlon of C, implies the repetmve computation of the Erlang Formula,

which is computed by an iterative procedure to overcome numerical difficulties [10].

The Erlang formula E(p,n) gives the blocking probability of a Poissonian traffic, with
intensity p,, offered to a link with capacity ». In the dimensioning process the inverse
of the Erlang Formula n(p,,P,) is needed, which produces the minimum number of
channels having blocking probability lesser than P,.

The bisection algorithm [12] can be used to solve the numerical inequality that
produces the inverse of Erlang function n(p,, Pv). The upper bound is given by n and
the average number of occupied channels gives the lower bound n, [11].

The threshold C, can be also computed by the bisection algorithm taking the initial
lower bound as zero and the initial upper bound as one. The stop condition is
achieved when the data average waiting time and the data blocking probability are
both lesser than the specified values.
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3 Numerical Results and Discussions

The number of channels C, and C, (C = C, +C,) are shown in Table 1, for several
values of the traffic p, and p with parameter values: E{R} = 1675 bytes (13400 bits),
P, =12, W,  =1sP,  =le-3,A={030}andb=(C+ C,+A)

Note that, for the A = 0, the number of channels exclusively dedicated to the data
users (C,) is quite small due the effectiveness of sharing the channels (C,) used by the
voice users. Note also that the number of C; channels is inferior of the one that would
be necessary, C, ,, ... i the strategy of sharing the C, channel was not used.

If the buffer total length is enough only to store the PDUs that are pre-empted by
the voice users (b = C, + C,), i.e. (A = 0), then the number of channels exclusively
dedicated to the data users (C,) significantly increases for small values of the voice
traffic p,. As the voice traffic p, increases, the number of channels dedicated to data
users C, becomes very near of the values for A = 30, indicating the effectiveness of
the sharing mechanism. The number of channels C, and the threshold C, were also
computed for buffers with A > 30 giving pratically the same results as for A = 30.
Meaning that this value of A is big enough when computing the number of channels.

Table 1. C, and C, as function of p, and p for PW = le-2; W,W =1s; P, =1le-3; A=30 and

ec Ispec

A=0
A=30 A=0
Pv Cv p Cd Cd no sharing P d/P dspec Wd/stpec Cd Cd_no sharing P d/P dspec Wd/stpec
115111 2 0.08 0.062 | 2 6 0.123 2.2e-3
10181 [1 2 0.14 0174 |1 6 0.357 0.067
300421 | 1 2 0.10 0.267 1 6 0.168 0.156
1[5]10]9 12 0.92 0.159 |16 21 0.966 2e-4
10118]10] 9 12 0.98 0.090 |10 21 0.684 0.023
30142110 9 12 0.88 0.100 |9 21 0.993 0.062
1]51(30]31 35 0.55 0.062 |42 48 0.996 6e-5
10]1830(29 35 0.80 0.065 |33 48 0.774 0.007
3014213029 35 0.45 0.051 129 48 0.758 0.036

In order to analyze the robustness of the values obtained for the number of
channels in the synthesis process some simulations have been made. The behavior of
the P, blocking probability and the waiting time W, in function of the normalized
voice traffic were computed.

There was a small performance degradation of the data users due the sharing
mechanism. The sensitivity of the P, data blocking probability and of the ¥, waiting
time to the variation of the voice traffic is larger for bigger values of the nominal
voice traffic. The relative percentage of busy voice channels increases as the nominal
value of the traffic is augmented. Therefore, the mechanism of sharing the channels
C, can take better profity when the nominal voice traffics are small.
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4 Conclusions

The dimensioning of wireless links has been considered in this paper. The minimum
number of channels that produces limited voice and data blocking probabilities and
limited waiting time for the data traffic has been obtained. The voice users have
preemption over data users in a parcel of channels available in the system. The
threshold on the number of channels that can suffer preemption is also determined by
the proposed synthesis method. The method is based on an approximation that allows
decomposing the Markovian chain describing the system into two queues with
analytical solutions. The proposed algorithm is computationally simple and efficient.
Its application in GPRS networks illustrates the adequacy of the method to wireless
links dimensioning.
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Abstract. In many applications such as coding for magnetic and op-
tical recording, the determination of the graph with the fewest vertices
(i-e., the Shannon cover) presenting a given set of constrained sequences
(i.e., shift of finite type) is very important. The main contribution of this
paper is an efficient iterative vertex-minimization algorithm, which ma-
nipulates the symbolic adjacency matrix associated with an initial graph
presenting a shift of finite type. A characterization of this initial graph is
given. By using the matrix representation, the minimization procedure to
finding the Shannon cover becomes easy to implement using a symbolic
manipulation program, such as Maple.

1 Introduction

The discrete sequences used to transmit or store digital information often have
to satisfy constraints on the occurrence of consecutive symbols [1]. Examples
of constraints adopted in commercial systems are found in [2]. The set of all
bi-infinite sequences satisfying a certain constraint is referred to in the symbolic
dynamics literature as a shift space. A shift space is called shift of finite type
if it may be specified in terms of a finite list of forbidden strings. Such set of
constrained sequences can also be specified by a labeled directed graph, called
the presentation of the shift space [3, Theorem 3.1.5]. It is often desirable to
find a right-resolving presentation (the outgoing edges of each vertex are la-
beled distinctly) with the smallest number of vertices. The Shannon cover is this

* The authors acknowledge partial support of this research by the Brazilian Natio-
nalyCouncilyforsScientificyandsTechnological Development (CNPq) under Grants
302402/2002-0 and 302568/2002-6.
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minimal presentation. From a practical viewpoint, the determination of such
minimal right-resolving presentation is very important because many codes for
constrained systems, such as finite-state codes for magnetic and optical disks [4],
are constructed from this graph.

The fundamental concept used to construct the Shannon cover is to identify
all classes of equivalent vertices of an arbitrary initial presentation. This iden-
tification can be carried out using the algorithm presented in [3, p. 92]. In this
paper, we propose an efficient alternative algorithm for constructing the Shan-
non cover for a shift of finite type which iteratively manipulates binary vectors
that define the entries of the symbolic adjacent matrix of the graph. The paper
is organized in five sections. Section 2 contains background material on symbolic
dynamics. Section 3 describes the construction of an initial presentation. We give
a characterization of the initial presentation which yields a simpler procedure
to identify equivalent vertices. The graph minimization is also discussed in this
section. Section 4 summarizes the conclusions of this work.

2 Background on Symbolic Dynamics

This section summarizes relevant background material from symbolic dynam-
ics. We refer the reader to [3] for further definitions and concepts from this
mathematical discipline. Let A% be the set of all bi-infinite sequences (called

points) x = -+ x_osx_1xoxy - - - of symbols drawn from an alphabet A of finite
size, namely |A|. A finite sequence of consecutive symbols from A is called a
block. We use the notation w; jj = x;wi11---z; to specify a block which oc-

curs in the point z, starting from position ¢ to position j. We say that a point
x € A% contains a block w of length M > 0 if there exists an index ¢ such that
w = T[4+ m—1)- Let F be a set of blocks over A, called set of forbidden blocks.
A shift space X is the subset of A% consisting of all points not containing any
block from F. A shift space is called an M -step shift of finite type if the length
of the longest block in F is M + 1. The language of X, denoted by B(X), is
the set of finite blocks of symbols which occur in points of X. We say that X
is érreducible if for every pair of blocks u,v € B(X), there is a block w € B(X)
such that the concatenation uwv is also in B(X).

A finite directed graph (or simply a graph) G consists of a finite set of vertices
V(G), and a finite set of directed edges £(G) connecting the vertices. A labeled
graph is a pair § = (G,L), where G is the underlying graph of G, and the
labeling £ : £(G) — A assigns to each edge a symbol from the alphabet A. We
write I -2+ .J if there is an edge in G from I to J labeled a. A path in G is a
block of edges m = ejes - - e, such that the terminal vertex of e; is the initial
vertex of e;11. The label of 7 is the block L(7) = L(e1)L(ez) -+ - L(ey). A graph
G is irreducible if for every pair of vertices I,J € V(G) there is a path from I
to J. A vertex I € V(G) is stranded if either no edges start at I or no edges
terminate at I. A graph is essential if it has no stranded vertices. A labeled
graphis-direducible (respspessential)yif-its underlying graph is irreducible (resp.,
or essential).
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A sofic shift Xg is the set of sequences obtained by reading off the labels
of bi-infinite paths on G. We say that G presents Xg, or G is a presentation of
Xg. A block w € B(Xg) is said to be generated by a path 7 in G if w = L(m).
The incoming or outgoing edges of a stranded vertex cannot possibly occur in
any walk on the graph. Then, if § presents Xg, § has a unique essential labeled
subgraph that presents Xg. The follower set of a vertex I € G, denoted by Fg(I),
is the set of all blocks of all lengths that can be generated by paths in G starting
from I. The set of all such blocks of length n is denoted by Fg(I). Two vertices
I and J are called follower-set equivalent if they have the same follower set. A
presentation is follower-set separated if Fg(I) = Fg(J) implies that I = J. A
block w € B(Xg) is a synchronizing block for G if all paths in G that generates
w terminate at the same vertex, say I.

3 Graph Minimization

We first describe a method to generating an initial presentation, namely G ym 11,
of a shift of finite type [3, Theorem 3.1.5]. Without loss of generality, we will
assume that the forbidden blocks in F all have the same length M + 1.

Let Gy v+1) be a graph with vertex set AM | the set of all M-blocks over A. For
any two vertices I = ajag - --ap—1ap and J = biby -+ - bps—1bps in Gy, there
is one edge from I to J ifand only ifas...apr = by ---byr—1 and ajas ... apbys is
not in F. The label of this edge is by;. The labeled graph G yar+1) that presents the
shift space is right-resolving. If the shift space is irreducible, the graph G yar+1)
is also irreducible [3, Theorem 2.2.14]. The presentation Gy 1 allows a very
simple recursive identification of the equivalent classes.

Definition 1. Let G = (G, V) be a labeled graph over an alphabet A. Let T be a
set of all vertices in V(G) possessing the following property: If there is an edge
I %5 J for some I € T and for some a € A, then there are edges from all other
vertices in I to the same terminal vertex J labeled a. The vertices in L are called
out-edge equivalent, and Z is an out-edge equivalence class of G.

If two vertices are in different out-edge equivalence classes, then they are
called out-edge separated vertices, and if all out-edge equivalence classes of a
labeled graph G have only one element, then G is called out-edge separated
graph. Hereafter, we refer to out-edge equivalent classes with more than one
element. A set of out-edge equivalent vertices can be merged by an operation
called in-amalgamation, defined as follows.

Definition 2. Let T = {I1, Iz, - , I} be an out-edge equivalence class of a
labeled graph G. The goal is to create a new labeled graph H from G by means
of an operation called in-amalgamation that replaces all vertices within an out-
edge equivalent class with one representative of this set, say I;. This operation
redirectspintophmall-edgespincomingstodds, - - - , I}, and eliminates the vertices

{I27 c 7Im}
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An operation called a round of in-amalgamations of out-edge equivalence
classes of G produces a new graph, say H;, that presents the same sofic shift by
successively applying the procedure described in Definition 2 to each equivalent
class. We may repeat this process p times until we end up with an out-edge
separated graph J(,.

An important property of the initial presentation §ym+1 is that all M-
blocks in Bps(X) are synchronizing blocks. Consequently, if 3, is the out-edge
separated graph obtained from G ym+17, then 3, is follower-set separated [5]. We
will apply in the next section rounds of in-amalgamations to find the Shannon
cover.

3.1 A Matrix-Based Implementation

We develop in this section a systematic procedure to simplify the labeled graph
G xs+1). Without loss of generality, we assume that the alphabet A is composed
of integer numbers A = {0,1,---,¢g— 1}. We also consider that the vertex set of
a labeled graph G is V(G) ={0,1,--- ,|V(G)| — 1}.

Definition 3. Let A(S) denote the symbolic adjacency matriz of the right-
resolving labeled graph § = (G,L). The (I,J)th entry of A(S), denoted by
[A(9)]1,s, is the binary sequence boby - - - by—1, where by, = 1 if there is an edge

I Jin G, otherwise, by, = 0, where k =0,1,---q— 1. We say that the entry
[A(9)]1,s is zero if it is a sequence of g zeros (no edge from I to J). Both the
row and the column indices of A(G) vary from 0 to |V(G)|—1 (rows and columns
of A(S) are indexed by vertices).

If a labeled graph § = (G, L) is essential, all rows and columns of A(S) are
nonzero. A symbolic adjacency matrix A(S) with this property is called essen-
tial. Let «, 8 be subsets of V(G). The submatrix of A(G) constructed by selecting
the elements of A(G) with row indices in « and column indices in g is denoted
by A(9)[e | 8]. The Ith row and the Jth column of A(SG) are denoted, respec-
tively, by A(G)[I,V] and A(9)[V, J]. It is of interest to define an operation called
addition of two columns, in the sense defined below.

Definition 4. Let A(9)[V, J1] and A(G)[V, J2] be two columns of A(SG). If we
regard each column as a vector of length q x |V(G)|, A(9)[V, 1] + A(9)[V, J2]
denotes a symbol by symbol componentwise logic “or” addition.

It is worth noting that if the matrix A(G) has a set of m equal rows, say Z =
{L, 2, - ,I,}, the vertices of § associated with these rows form an out-edge
equivalence class.

The symbolic adjacency matrix A(XH) of the labeled graph H obtained from
§ by merging an out-edge equivalence class Z = {I1, I2,- -+ , I, } (as described in
Definition 2) is easily obtained from A(S). The first step is to add (according to
Definition 4) all columns of A(S) with indices in Z. The result of this operation
182 A(FO) [Vad ] Nextzwe gnustpzerogallrows and columns of H with indices in
{L, -, I, }. The remaining entries of A(¥H) are the same as that of A(G).
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Rounds of in-amalgamations of out-edge equivalence classes produce a se-
quence of matrices A(Hy) = A(Gxm+11) to A(FH,), where all nonzero rows of
A(J(,) are distinct. Then, the essential submatrix is obtained from A(H,) by
eliminating all rows and columns associated with stranded vertices. The resulting
essential submatrix is the Shannon cover.

The entries of the symbolic adjacency matrix A(Sxpr1y) are calculated as
follows. The rows and columns of A(Gymy1) are indexed by elements of the
ordered set P of strings of length M over A. For example, the set P for ¢ = 2 and
M = 3 is P = {000,001,010,011,100,101,110,111}. The entries of the matrix
A (Gy11)) are zero, except when the row riry- -7y overlap by M symbols
with the column cycs - - - cpr. In this case, the unique nonzero symbol associated
with this entry is b.,, = 1. The final step to obtain the matrix A(Gxm 1) is
zeroing exactly |F| entries of A(G 4ia111), those for which rirg -« rpsep is in F.
If the matrix A(Sxrr1y) has zero rows or columns, these are associated with
stranded vertices. So, we have to generate an essential submatrix. To simplify
the notation, we also call the resulting submatrix by A(Sypi1).

Ezample 1. Let X be a 4-step shift of finite type over A = {0, 1}, specified by the
set F = {000, 1010, 1011}. Alternatively, ¥ = {0000, 0001, 1000, 1010, 1011}.
The essential submatrix of A(Gy4) is:

00 10 01 00 00 00
00 00 00 10 00 00
00 00 00 00 10 01
01 00 00 00 00 00
00 00 00 10 00 00
00 00 00 00 10 01

A(Ho) = A(Sxwm) =

First round: Merge two out-edge equivalence classes of A(Hy), Zv = {1,4},
Z> = {2,5}. The new matrix is A(H;):

00 10 01 00 00 00
00 00 00 10 00 00
00 10 01 00 00 00
01 00 00 00 00 00
00 00 00 00 00 00
00 00 00 00 00 00

A(Hy) =

Second round: Merge one out-edge equivalence class of A(H;), Z; = {0,2}. The
new matrix is A(Hs):

01 10 00 00 00 00
00 00 00 10 00 00
00 00 00 00 00 00
01 00 00 00 00 00
00 00 00 00 00 00
00 00 00 00 00 00

A(Hy) =
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1
.

Fig. 1. Shannon cover for the forbidden set ¥ = {000, 1010, 1011}.

All nonzero rows of A(JH3) are distinct. So, the minimization procedure has
finished. The essential submatrix of A(Hz) is:

01 10 00
A(FH,) = |00 00 10
01 00 00

Figure 1 illustrates the labeled graph Hs.

4 Conclusions

In this paper, an efficient iterative vertex-minimization algorithm to finding the
Shannon cover of a shift of finite type is presented. It is based on a symbolic
representation of the adjacency matrix associated with an initial graph present-
ing the shift. The proposed algorithm is easy to implement using a symbolic
manipulation program, such as Maple. It thus constitutes an important tool for
the design of codes for practical constrained systems.
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Abstract. The authors present and demonstrate an efficient method to
estimate the bit error rate (BER) of turbo codes via a truncated impor-
tance sampling (TIS). The TIS method is based on the relevant code
words that effectively contribute to the total BER. In order to find out
these code words, a fast algorithm is proposed. Two examples are pre-
sented to describe the TIS method. The method is particularly effective
at high signal to noise ratio (SNR), where Monte Carlo (MC) simulation
takes too much time to obtain an estimative that is statistically sound.

1 Introduction

The main contribution of this work is to apply the error center principle [1] [2] to
estimate the performance of a classical turbo code scheme. We demonstrate the
viability and the accuracy of the TIS method by two examples. Two questions
are posed here: 1. Which error centers are relevant to compute the BER? 2. How
to find out them? The first question is answered in Section 5. The last question
is answered by an algorithm to find the relevant error centers based on input bits
pattern. In order to answer the second question, an algorithm based on input
bits pattern is proposed.

This paper is organized as follows. In Section 2 we restate the theory required
to apply the TIS method. In Section 3 we describe the simulation model and
the simulation method by two examples. A fast algorithm to find out error
centers is presented in Section 4. An upper bound for the error caused by the
truncation of the importance sampling (IS) method is shown in Section 5. Finally
we summarize our investigation in Section 6.
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2 Specific Decoding Error Probability via IS

The error bit probability when a code word c is transmitted Py(c) is defined as

Py(c) = % > my(e,c')P(c|c) (1)

c’eC

where P(c’|c) is the probability of decoding ¢’ when c is transmitted and is called
specific decoding error probability, ny(c,c’) is the number of postdecoding bit
errors caused by decoding ¢’ instead of ¢, and m is the number of information
bits provided by the source. The idea is to estimate the bit error probability
Py(c) by the specific decoding error probabilities P(c’|c), calculated for all error
center ¢/, and apply these results to (1). Each P(c’|c) is computed independently
using the IS method, and may be estimated by

Nrs

Pr(e'lc) = N% > w(YOle) (Y ) (2)

where P*(c/|c) is the estimator of P(c’|c), N;g is the number of simulation runs,
and Y® represents the random channel output sequence for the ith simulation
run. It may be proved that the IS estimator ( 2) employing the weighting function
w(y|c) = f(y|c)/f*(y|c) is unbiased [1], where f(y|c) is the channel joint density
function, and f*(y|c) is the IS simulation density.

3 System Model Description and Examples

The encoder is built using a parallel concatenation of two recursive systematic
convolutional (RSC) codes with an interleaver between them, and code rate
1/3. Each component encoder is a four state RSC code with generator matrix
represented by G(D) = [1, (1+D?)/(1+ D+ D?)]. The decoder is made up of two
elementary decoders in serial concatenation scheme using a feedback loop. Each
decoder uses the soft-output Viterbi algorithm (SOVA). A binary symmetric
channel (BSC) with crossover probability A is used to illustrate the principles
discussed in the above Section. The biasing channel model is characterized by
a time-varying crossover probability A\* nonstationary, as in [1], and depends on
the error center A\* = X if ¢ = ¢}, and A* = 1/2 otherwise, where ¢, is one
information bit of the transmitted code word at time ¢y, and ¢}, represents one
bit of the error center at the same time. Thus, this biased channel model directs
the transmitted code word toward the specific error center.

Ezample 1 As a first example, we choose a very short interleaving length to
demonstrate the viability and the accuracy of the method. We use an interleaver
with 8 bits length and permutation I7(0,1,2,3,4,5,6,7) = (6,3,7,1,2,4,5,0).
Wetake the informationgbitsstosbethe all-zero code word. If the channel is
memoryless and the encoder is linear with maximum likelihood (ML) decoding,
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than the bit error probability does not depend of the code word transmitted,
thus P, = Py(c) in (1). Although the iterative decoding process is not ML, we
verify by simulation that our assumption is still valid. All the 28 — 1 = 255
error centers were evaluated to compute the bit error probability. Figure 1(a)
shows a comparison between the MC method and IS method with one decoding
iteration. Instead of plotting BER versus A, we plot BER versus E,/Ny the
signal-to-noise ratio, where FEj, is the transmitted energy per information bit and
Np/2 is the double sided noise power spectral density. Each point has at least
10% relative precision. We may observe the accuracy of the IS method. the point
at 14dB is only estimated with the IS method. Figure 1(b) shows a comparison

"MCBi1" —+— ETo —
E T C— R —

BER
BER

Eb/No Eb/No

(a) 1 iteration (b) 10 iterations

Fig. 1. MC and IS BER simulation comparison, interleaver 8 bits

between the MC method and IS method with ten iterations. We still note the
accuracy of the IS method. Again, the 14dB point is only estimated with the
IS method. The gain of IS over MC simulation is measured by the computing
time ratio n = Tae/Trs, where The is the MC simulation time, and Trg is
the IS simulation time. MC simulation is more efficient than IS simulation for
Ey/Ny < 8dB, n = 0.40. At 14dB we estimated the gain in 10% times. The IS
simulation takes about 20 minutes and MC simulation would take over 13 days
on a 1.7GHz PC for at least 10% relative precision.

Example 2 Now, we use a 64 bit length interleaver. In this case, we have (264 —1)
error centers, so we can not cover all of them to compute the BER. Certainly,
MC simulation would be more efficient than IS simulation in this case. However,
for high SNRs few error centers dominate the summation in (1) and we can
concentrate our simulation on these error centers. In [3] it was shown that for
E,/Ny > 6dB codewords with weights w less than 10 determine the code perfor-
mance. We find out 7 error centers with this code weight restriction. Figure 2(a)
shows a,comparison between the MC simulation and the IS simulation with one
iteration. The IS curve converges to the MC curve at 9dB. The point at 12dB
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is only computed with IS simulation method. For ten iterations the IS curve
also converges at 9dB point, as shown in Figure 2(b). Points 10 and 12dB are
only computed with IS method. The gains are measured at the same way as in
example 1. MC simulation is more efficient than IS simulation for E, /Ny < 6dB,
17 = 0.70 We are not considering the time wasted to find out the error centers.
Note that the IS estimated BER value at 6dB is high biased, we must take into
account error centers with higher weights, that would waste more simulation
time. Thus, MC gain would be even better, in this case. The gain at 12dB is
estimate in 1.7 x 10%, and would take over 70 days to be MC simulated with at
least 10%, we take about 6 minutes with IS method on a 1.7GHz PC.

MCeait —— “MOB4I10" ——
S “1S64i10" —x—

Ef
Y
BER

6
EbiNo Eb/No

(a) 1 iteration (b) 10 iterations

Fig. 2. MC and IS BER simulation comparison, interleaver 64 bits

4 FError Centers Searching Algorithm

The error centers searching algorithm (ECSA) is a fast algorithm based on the
turbo encoder input bit patterns to find out error centers (code words) with
weight less or equal than a weight upper bound W,. Before we show the ECSA,
we present a direct approach algorithm. We use the Example 2 to describe the
algorithms. From [3], the codewords with weights w < 10 are generated by infor-
mation words with weights 2,3, 4,5, and 6. We can generate all combinations of
information words with these weights and select only the ones that has codewords
with w < 10. So we must investigate (624) + (634) + (644) + (654) + (664) = 83,277,936
information words. We find out 7 words that satisfies the condition. For large
interleaver lengths the number of information words to investigate may be un-
acceptable again. So, a better algorithm is required. The second approach is
based on the information word bit patterns that produce allowed weights on
the first component encoder of the turbo code. Therefore, we need to eval-
uatessomeystructural propertiespofeach RSC component encoder. Assuming
the encoder start and finish in the zero state. The weight enumerator function
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(WEF) of a convolutional code is defined as T1(X,Y) = 3272, 3272 a; j X'Y7,
where X is the indeterminate associated with the weight of the code word,
Y is the indeterminate associated with the weight of the information word,
and a;; is the number of code words with weight ¢ that correspond to infor-
mation word of weight j. The WEF of the first RSC component encoder is
(X, Y)=XY3+ X6(Y2+Y) + XT(BY3+ V) + XB(Y2+6Y41+Y6)+ ...,
and tell us that there is one code word of weight 5 generated by an information
word pattern of weight 3. There are then two code word of weight 6 generated
by two information word patterns, one of weight 2, and another of weight 4.
However, the WEF do not say which information word generate the correspon-
dent code word, this is precisely what we are looking for. Since the second RSC
component encoder has only parity bits as output, we define a new WEF to
reflect this fact, T,(W,Y) = 72, Z;‘;l b ;WY where W is associated with
the weight of the parity bits of the code word, Y has the same meaning as in
Ti(.), and by ; is the number of code words with parity bits of weight k gener-
ated by information words of weight j. The WEF of the second RSC component
encoder is To(W,Y) = W2(Y3 + Y4+ Y5+ V6 +...) + WHY? +3Y3 +6Y* +
10Y5 + 15Y°% + ...) + WO(Y2 + 5Y3 + 15Y4 + ...) +.... We are interested
on code words with weights less or equal than 10. We start combining T(.)
and T5(.) to produce code words with exactly 10 weight. Note that the allowed
terms must satisfies i + k = 10, where i € {5,6,7,8,...} and k € {2,4,6,...}.
Let (i,k) be an allowed pair, then, to satisfies ¢ + k = 10 we have two possibili-
ties, (6,4) and (8,2). Considering the later pair (8,2), the corresponding terms
are X3(Y24+6Y1+ YO, W2(Y3+ Y14+ Y®+Y%+...). Recall that the inter-
leaver does not change the input word weight to the second encoder. Therefore,
only information words with weights 4 and 6 can generate code words with 10
weight. There are 7 input patterns with this characteristic, six with information
word weight of 4, term 6Y*, and one with information word weight of 6, term
Y 5. We can search all patterns using the RSC encoder signal flow graph. Once
we find out the patterns we proceed as follows. We apply a shifted version of
each pattern to the turbo encoder input, and we check the code word weight, if
the weight is less or equal to 10 we label the code word as an error center. For
example, suppose we find out the following pattern, (1100101). The turbo code
information words are shifted versions of this pattern, so we have the follow-
ing inputs to check, (11001010...0),(01100101...0),...,(0...01100101). The
same procedure is done to produce code words with exactly 9, 8, and, 7 weights.
We found 14 patterns and considering the worst case, when the pattern length
is three, (111), we investigate at most 14 x (64 — 3) = 854 information words
instead of 83,277,936 as in the brute force case.

5 Analysis of the Effect of Truncating IS

When we truncate the summation in (1), we make an error when evaluate Py(c).
Assuming, the all-zero,codewordgis transmitted. We define the truncated error
as A = Pr(0) — B;7(0), where P;(0) is the complete IS simulation result, and
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Pb*T(O) is the TIS simulation result. We note that A stands for a biasing devi-

ation of P;T(0) given Py (0) is an unbiased estimator. A is a random variable,
and its expected value has an upper bound defined by'

m/R
1
EA < 5 &P [— (W) + 1)RE}, /Ny d;; Ay, (3)
b

where E is the expectation operator, m is the number of information bits, W} is
the allowed code word weight upper bound, R is the code rate, E,/Ny is signal
to noise ratio, IV is the interleaver length, and A4 is the number of code words
with weight d. The Equation (3) shows that if we fix the code word weight upper
bound W}, value, the truncated error expected value EA converges exponentially
to zero as Ep/Np increases. On the other hand, if we fix a value to E} /Ny, than
E A also converges exponentially to zero as W}, increases.

6 Conclusions

We demonstrate the viability and accuracy of the application of the IS method to
compute the BER of turbo code schemes with convolutional encoders, specially
for high SNRs values. In these cases IS simulation method provides expressive
gains in relation to MC simulation method. One difficult with this approach is to
find out the error centers that contribute to the BER. A fast algorithm based on
the turbo encoder input bits pattern is proposed to solve this problem. Although
a BSC was chosen, others more complex channels may be employed. In Example
1 the IS simulation could be faster if we do not consider all 255 error centers as
in Example 2. Note that the IS curves (Fig. 2(a) and Fig. 2(b)) in Example 2
can be more accurate by introducing error centers with high weights, as can be
seen in Equation (3), the price is an increased simulation time. Results obtained
put forward the using of MC with low SNRs, and truncated IS for high SNR
values.
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Abstract. The zero-error capacity of a discrete classical channel was
first defined by Shannon as the least upper bound of rates for which one
transmits information with zero probability of error. Here, we extend
the concept of zero-error capacity for a noisy quantum channel. The
necessary requirement for a quantum channel have zero-error capacity
greater than zero is given. Finally, we give some directions on how to
calculate the zero-error capacity of such channels.

1 Introduction

Given a noisy classical communication channel, how much information per chan-
nel use one can transmit reliably over the channel? This problem was first studied
by Shannon [1]. If X and Y are random variables representing, respectively, the
input and the output of the channel, then its capacity is given by the maximum
of the mutual information between X and Y

C=maxI(X;Y), (1)

p(z)

where the maximum is taken over all input distributions p(z) for X. The capac-
ity defined above allows a small probability of error for rates approaching the
channel capacity, even when the best coding scheme is used. In some situations,
it may be of interest to consider codes for which the probability of error is zero,
rather than codes with probability of error approaching zero. In a remarkable
paper [2], Shannon defined the zero-error capacity of a noisy discrete memory-
less channel as the least upper bound of rates at which it is possible to transmit
information with probability of error equal to zero.

In this paper, we extend the concept of zero-error capacity for quantum
channels. We establish the condition for which a quantum channel has zero-error
capacity greater then zero. Then, we give some directions for finding zero-error
capacity of quantum channels. This paper is organized as follows: Section 2
presents the main aspects related to the Shannon’s zero-error capacity theory
of a noisy classical channel. In the next section, we define zero-error capacity
in a quantum scenario. Section 3.1 relates fixed points of a quantum channel to
zero-error capacity. Then, we present the conclusions.
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2 Classical Zero-Error Capacity Theory

Shannon defined zero-error capacity for discrete memoryless classical channels,
specified by a finite transition matrix ||p(j]¢)||, where p(j|i) is the probability of
input letter ¢ being received as output letter j (i = 1,2,...,a; j = 1,2,...,b).
A sequence of input letters is called an input word, and a sequence of output
letters an output word. A block code of length n is a mapping of M messages
onto a subset of input words of length n. So, R = % log M will be the input rate
for this code [2].

A decoding scheme for a block code of length n in a zero-error context is a
function from output words of length n to integers 1 to M. The probability of
error for a code is the probability that the noise and the decoding scheme lead to
an input message different from the one that actually occurred, when M input
messages are used each one with probability 1/M.

In a discrete channel, two input letters are adjacent if there is an output
letter which can be caused by either of these two. A discrete channel may be
represented by diagrams as illustrated in Fig. 1(a). This channel has at least two
non-adjacent input letters, and thus the zero-error capacity is greater than zero.

() (b)

Fig. 1. (a) A discrete channel. (b) The corresponding adjacency graph.

Definition 1 (Classical zero-error capacity [2]). The zero-error capacity of
a discrete memoryless classical channel, denoted by Cy, is the least upper bound
of all rates which can be achieved with zero probability of error.

This definition means that if My(n) is the largest number of words in a code
of length n, no two of which are adjacent, the capacity Cy is the least upper
bound of the numbers %log My(n), when n varies through all positive integers.
That is,

1
Cp = sup - log My(n). (2)

We may represent a discrete channel using a graph, called adjacency graph.
This.is,done by taking.as,manyverticesas there are input letters and connecting
two distinct vertices with a line or branch of the graph if corresponding input
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letters are adjacent. The graph corresponding to the channels in Fig. 1(a) is
shown in Fig. 1(b).

The problem of finding Cy is equivalent to the following problem in graph
theory [3]. Let G be the characteristic graph associated with a discrete memory-
less channel D. The clique number w(G) of a graph G is the largest cardinality
of a set of vertices every two of which are connected in GG. Then,

Co = sup = logw(G™), (3)
n N
where G™ stands for the characteristic graph representing the product channel
D™ [4].

Most important results concerning zero-error information theory can be

found in a survey paper due to Kéner and Orlitsky [4].

3 Zero-Error Capacity of a Noisy Quantum Channel

We extend the definition of zero-error capacity for a quantum channel C. Here,
a quantum channel is represented by a trace-preserving quantum map £(-) [6].

Let X be the set of possible input states to the quantum channel C, belonging
to a d-dimensional Hilbert space H, and let p € X. We denote & = £(p) the
received quantum state when p is transmitted through the quantum channel.
Because knowledge of post-measurement states is not important, measurements
are performed by means of a POVM (Positive Operator-Valued Measurements)
{£;}, where 3, Ej = I. Define S a finite subset of X and p; € S. Let p(jli)
be the probability of Bob measures j given that Alice sent the state p,. Then,
p(jli) = tr (G E}).

We define the zero-error capacity of a quantum channel for product states.
A product of any n input states will be called an input quantum codeword,
pi = Py, @+ ®p; , belonging to a d"-dimensional Hilbert space H". A mapping
of K classical messages (which we may take to be the integers 1,..., K) into
a subset of input quantum codewords will be called a quantum block code of
length n. Thus, % log K will be the rate for this code. A piece of n output indices
obtained from measurements performed by means of a POVM {E; } will be called
an output word, w = {1,..., N}"™.

A decoding scheme for a quantum block code of length n is a function that
univocally associates each output word with integers 1 to K representing classical
messages. The probability of error for this code is greater than zero if the system
identifies a different message from the message sent.

Definition 2 (Zero-error capacity of a quantum channel). Let £(-) be
a trace-preserving quantum map representing a noisy quantum channel C. The
zero-error capacity of C, denoted by C'(©) (€), is the least upper bound of achievable
rates with probability of error equal to zero. That is,

G Ep=p: - 1o K (n), (4)
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where K(n) stands for the number of classical messages that the system can
transmit without error, when a quantum block code of length n is used.

According to this definition, we establish the condition for which the quantum
channel C has zero-error capacity greater than zero.

Proposition 1. Let S = {p;}, S C X be a set of M < d quantum states, and let

P ={E;} be a POVM having N > M elements such that ), Ej = I. Consider
the subsets

Ay ={je{l,...,N}; tr(GpE;) >0}; ke {1,...,M}. (5)

Then, the quantum channel C has zero-error capacity greater than zero iff there
exists a set S and a POVM P for which at least one pair (a,b) € {1,...,M}?,
a # b, the subsets A, and Ay are disjoints, i.e., Ay N Ap = @.

The respective quantum states p, and p, are said to be non-adjacent in C for
the POVM P.

Proof. Suppose p,,p, € S obeying A,NA, = @ for a POVM P. We can construct
a quantum block code only mapping two classical messages into the states p,
and 7. This code will be a rate equal to one and C(9(€) > 1 > 0.

Conversely, if C(9)(€) is greater then zero then, and according to the Shan-
non’s definition of zero-error capacity, at least two input states from some set S,
say p, and p,, are non-adjacent for a POVM P, ie., A, N A, = @.

Definition 3 (Optimum (S, P) for C). The optimum (S,P) for a quantum
channel C is composed of a set S = {p;} and a POVM P = {E;} for which the
zero-error capacity is reached.

As an example, we consider the well known bit flip channel. Such channel
leaves a quantum state p intact with probability p and flips the qubit with
probability 1 — p. That is, £(p) = pp + (1 — p) X pX. It is easy to see that the
optimum (S, P) for the bit flip channel is composed of the following map and
POVM:

Lo = i) = =0+ 1) By = )l )
i
V2

Then, the error zero capacity of the bit flip channel is given by

2 = Py = [th2) = —=(|0) — [1)) Ey = [th2) (¥a]. (7)

1
cOE) = Tlog(2) =1. (8)
For this simple channel, we see that the capacity is found for n = 1. This means

thatyone cang transmityone bityperuse,0f the channel with probability of error
equal to zero!
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Fig. 2. (a) Discrete channel for the optimum (S, P). (b) Adjacency graph.

Given a quantum channel, a set S, and a POVM 7P, it is easy to construct a
representation for the quantum channel using a discrete classical channel. For the
bit flip channel presented above, the discrete channel and the adjacency graph
are shown in Fig. 2. We can interpret the zero-error capacity of a quantum
channel as the Shannon’s zero-error capacity of the equivalent classical channel

(Co = 1).

3.1 Zero-Error Capacity and Fixed Points

Let £(-) be a trace-preserving quantum map representing a quantum channel C.
It is easy to show that such transformation is a continuous map on a convex,
compact subset of a Hilbert space (see [6, pp. 408]). The Schauder’s fixed point
theorem guarantees the existence of at least one quantum state p such that
E(p) = p. Let D(pq, py) = $tr|pa—ps| be the trace distance between the quantum
states p, and py. We say that a quantum channel C is contractive if for any two
quantum states p, and py, D(E(pa), E(ps)) < D(pa, pp). Such channel may have
more than one fixed points. This suggests an interesting relation between zero-

error capacity and fixed points.

Proposition 2. Let £(-) be a contractive trace-preserving quantum map repre-
senting a quantum channel C, having Ny fized points. The zero-error capacity of
C is at least log Ny.

Proof. We can construct a quantum block code for this channel by taking Ny
classical symbols, each one associated with fixed points [¢1),...,[¢n,) in a way
that py = [1)(¥1],. .., PN, = |¥n;)(¥n,|- Then, we define a POVM given by

{E; = |¥;){1;|} and possibly one more element Ey such that Zf-v:fo E =1

The graph for the discrete classical channel representing the system (C + S
+ P) is composed of N non-interlinked points. The Shannon’s capacity of this
graph is clearly log Ny.

Another interesting relation between zero-error capacity of a channel rep-
resented by a trace-preserving quantum map £(-) and fixed points is due to
the entanglement fidelity, F(p, &), who measures how well a quantum channel
preserves entanglement. The entanglement fidelity is given by

E(p,£)=>[tr (0B:) |, 9)

(s
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where {B;} are operation elements of £(-). It is easy to show that F(p,&) =1
if and only if all pure states |¢;) on the support of p are fixed points, i.e.,
E(|vi) (Wi]) = [¥i) (4] [6, pp. 423]. This suggest a searching for all density oper-
ators p having unitary entanglement fidelity. For qubit channels, it is generally a
soft task. Remember that a density operator p obeys two rules: (1) tr (p) = 1 and
(2) p is a positive operator. We illustrate this technique for the bit flip channel
with p = %, E(p) = %p—l— %XpX. Here By = %I and By = %X. Then, making
F(p,€) = 1, the only vectors on the support of p are [1)12) = %(|O> + |1)).
These are the same quantum states presented in Eqs. (6) and (7). The corollary
below follows directly from Proposition 2.

Corollary 1. Let £(+) be a contractive trace-preserving quantum map represent-
ing a quantum channel, and let p be quantum states such that F(p,E) = 1. Ifd is
the dimension of the Hilbert space spanned by quantum states |1;) in the support
of p, then the zero-error capacity of the channel is at least C(0)(E) = logd.

In the previous example, quantum states on the support of p generate the Hilbert
space of dimension 2. Consequently, we conclude that C(©(£) = log2 = 1. Note
that, at the same time we found the zero-error capacity, we found in addition
the code archiving the capacity.

4 Conclusions

We extended the Shannon’s theory of zero-error capacity for a quantum channel
represented by a trace-preserving quantum map. Moreover, we showed a closed
connection between zero-error capacity and fixed points and we gave some direc-
tions for calculating lower bounds using trace distance and entanglement fidelity.
The results were illustrated for the bit flip quantum channel.
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Abstract. Communication system recognition is major part of some civilian
and military applications. The recognition of the system is done by inspecting
the received signal properties like modulation type, carrier frequency, baud rate
and so on. Therefore we need Automatic Modulation Recognition (AMR)
methods plus carrier and baud rate estimation methods. In this paper we intro-
duce a new AMR method based on time-domain and spectral features of the re-
ceived signal. We have used neural network as the classifier. Some analog and
digital modulations including AM, LSSB, USSB, FM, ASK2, ASK4, ASKS,
PSK2, PSK4, PSK8, FSK2, FSK4, FSK8 and MSK are considered. Then using
information from the received signal like baud rate, carrier frequency and
modulating scheme the protocol used for signal transmission is detected.

1 Introduction

Automatic Modulation Recognition (AMR) can be used in many applications. Elec-
tronic warfare [1], Electronic support measure [2], Spectrum surveillance and man-
agement [3], Universal demodulator [4] and Counter channel jamming [5] are some
of its applications to mention a few. Here, we are going to use AMR as a part of a
communication system recognition method. Different methods of AMR can be cate-
gorized in two broad fields: Pattern recognition and Decision theoretic. In the past,
decision making was the main method used by researchers like [6], [7], [8], [9] and
[10]; but in the previous years pattern recognition methods are dominant especially
using neural networks. Some of the papers dealing with this situation are [3], [4], [5]
and [11]. Consider the case of receiving a previously unknown signal and trying to
decode its data content. In order to decode the data correctly we need some informa-
tion from the received signal as input to be able to deduce some information as out-
put. Some authors consider a three step method for decoding data from an unknown
received signal and the input/output data relationship like Fig. 1.a [12].

We claim that by using an extra step named protocol recognition like Fig. 1.b, data
decoding is done more easily.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 106-113, 2004.
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Fig. 1. a)The common input/output information relationship b) Our proposed method

In this paper we will introduce a new modulation classifier using features of received
signal in both time and spectral domain and then using this information plus baud rate
and carrier frequency estimation the communication system used, can be deduced
using a database of protocol features. There are a number of different methods for
AMR introduced by researchers of the field. Most of these methods are proper for a
limited number of modulations. Each method uses its own assumptions about the
known parameters of signal like carrier frequency, SNR, Baud rate and so on. So,
combining two methods together can be a difficult job. The modulation set we choose
includes AM, LSSB, USSB, FM, MASK, MPSK, MFSK all for M=2, 4, 8 and MSK
(minimum shift keying). There is no unique way to recognize all of these modula-
tions. The above modulation schemes are selected form nine communication systems
that we try to recognize them. These systems are ACARS, ALE, ATIS, FMS-BOS,
PACTOR-II, PSK31, DGPS, GOLAY and ERMES. Successful recognition of these
sample systems makes the way easier to expand our method to other communication
systems. In part 2 the problem definition and introduction of the features used in
AMR will be presented. Part 3 contains description of the neural network structure.
The carrier and baud rate estimation method is introduced in Part 4. Part 5 is the re-
sult of our simulations and finally the conclusions will be presented in part 6.

2 Problem Definition

We need some features to show the amount of variation in amplitude, phase and fre-
quency of the signal. As we have used neural networks it is possible to use hierarchi-
cal method for classification [11]. So we grouped the following modulation schemes
as metagroupl: AM, LSSB, USSB, FM, ASK2, ASK4, PSK2, PSK4, FSK2 and
FSK4 and the remaining ones as metagroup2: ASK8, PSK8, FSK8 and MSK.For the
first metagroup we can use the nine features presented by Nandi and Azzouz [15].
They are as follows:
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-V = max|DFT(acn (i)|2 / Ns (6)

Ns: No. of samples per block, @, : Normalized-centered instantaneous amplitude.

%%=$M§j%®%mc2mmv ™

an(i)>at an(i)>at

@), : Centered-nonlinear component of instantaneous phase, C: No. of samples in

¢NL for which a, (i) > a,, the threshold value of a,(i)= L)_ And a(i) is
mean(a(i))

the instantaneous amplitude.

3- 0, = \/1/c( S P ) -(lc Y By ()} )
an(i)>at an(i)>at
PL - PU L |2 L . 2 (9)
4-p="t U where P, =) X ()] . P, =) |X.(+f,+])
PL + PU i=1 i=1

X (i) : Fourier transform of RF signal.

a,, (i)’ (10)

Ns Ns
-0, = \/I/NS(ZaCZn ()~ (1/NsY,
i=l i=1

@%:WdZﬁWﬂmmez an

an(i)>at an(i)>at

fu (@) : Normalized-centered instantaneous frequency.

T-0, =\/1/c( >al@n-le Y a, @)’ (12)
an(i)>at an(i)>at
4 .
8- Uy, = M where E{ } means Expected value. (13)
{E{a,, (D)}}
4 .
9- Y7, [2 = M, :Normalised-centred instantaneous fre- (14)
{E{fy@D}}
quency

For the second group we use the spectrum of the signal as the feature as proposed in
reference [2]. In this neural network Welsh periodogram of signal is used as feature
for classification. To reduce the dimension of input data, the main lobe of periodo-
gram containing most of information is used and the remaining parts are discarded.

is done after checking all the modula-
: a d I
o
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tion set spectrums. Finally we need methods to estimate baud rate and carrier fre-
quency of signal. For carrier recovery we have used the zero crossing method [1].

3 Neural Network Structure

We have used the concept of hierarchical neural networks described by [11]. In this
method classification can be done in successive steps. The outputs can be classified in
groups called metagroup and the neural network classifies these matagroups first.
Then classification can be done within each metagroup in the same manner till getting
the final result. The input data is classified as one of the first metagroup members or
just as metagroup2. So we do not need an extra neural network for classification of
first metagroup subsets. However signals belonging to the second metagroup are
classified using another network structure to the final output result.

Neural networkl is a feedforward neural network with two hidden layers. The struc-
ture is chosen after an extensive simulation tests. The number of nodes is 9 in the
input layer, 75 in the first hidden layer, 75 in the second hidden layer and 11 in the
output layer. The network is trained using backpropagataion method. For better result
we have used a variable rate backpropagation learning algorithm. We have used 240
block of data each containing 2048 samples of the signal in SNRs varying from 0 to
55 dB for training the networks and another set of the same size but different from
those used for training as the test set. The second neural network is a one hidden layer
feedforward neural network that is trained using the same method as the first one. It
has only one input node. There are 80 nodes in the its hidden layer.

4 Carrier and Baud Rate Estimation

Hsue and Soliman[1] introduced a method based on zero crossing to estimate the
carrier frequency. The received waveform is modeled as:

r=s+v(t)y  0<t<T, (15)

s(t) is the modulated signal and v(t) is an additive band limited Gaussian noise. If the
signal is sampled using a zero-crossing sampler, the time tags of zero-crossing points
are recorded as a sequence {x(i),i=1,2...,N}. Then the zero-crossing interval se-
quence {y(i)} is defined as

y(@)=x@i+1)-x(i) i=1,2,...,N-1 (6)

And zero-crossing interval difference sequence {z(i)} is

z()=y(i+1)-y(i) i=1,2,...,N-2 an
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Since Intersymbol transition (IST) affects the accuracy of estimation, we should ig-
nore IST samples. After discarding them we obtain { Y., (i)}. The length of the resul-

tant sequence is N ,- The carrier frequency is then estimated by averaging

y, (i) samples as:

f N (18)

23 3,0

For baud rate estimation we have used Wegener method [16]. The method used is as
follows. We can compute the “baud length” instead of “baud rate” and they are sim-
ply the reciprocal of each other. For baud length estimation we can use the transition
of data to compute a sequence of integers {L1, L2, ..., L, } where L, represents the

number of samples between baud transitions j-1 and j (baud length) and N is the
number of transitions. If some minimum SNR is not achieved the estimation will not
be accurate or even useless. If we define a false transition due to demodulator error a
“glitch “, then a de-glitch process can be used to make the result immune of noise
effect. The simplest method is to sort the transition lengths in an increasing order and
the first (shortest) element should be discarded as a glitch. An initial estimation of
baud length is assumed. A good choices is an average of a few neighboring elements.
Then the following algorithm can be used:

Sum=0, For each L in the sorted list {#bauds=round (L, /est,,, ),

Sum=sum-+( Lj /#bauds) }, est . =sum/N

final

Where est;,, is the final estimation result. A very useful feature of this method is

that if we have prior information about the expected signals e.g. a table of possible
baud rates, we can use it effectively to make the estimation process faster and more
accurate.

5 Simulation Results

We have used voice signal as the modulating signal instead of binary random data
and we used 495120 samples of voice in total. In test period we used another set of
491520 to check the performance of the neural network. The results are presented in
table 1 and 2 at the end of paper. In table 1 the performance result of the first neural
network is included. In this case, ASKS8, PSK8, FSK8 and MSK signals are classified
all as class 2 data. However, the classification probability is not the same for all of
these signals. Therefore we included them separately and the reader is aware that
thisdoes not mean the ability of recognition of them by the first neural network. In the
second. table the performance result of both the first and second neural network for
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Table 1. The percent of correct decision probability of the first neural network

SN 0dB 5dB 15 25 35 45 55
AM 87.51 90 90 100 100 100 100
LSSB 15 55.5 90 100 100 100 100
USSB 17 85.7 95 100 100 100 100
FM 90 85 90 100 100 100 100
ASK?2 90 100 100 100 100 100 100
ASK4 80 100 100 100 100 100 100
ASKS 75 95 100 100 100 100 100
PSK2 10 35 85 100 100 100 100
PSK4 15 65 95 100 100 100 100
PSK8 90 95 100 100 100 100 100
FSK2 85 75 100 100 100 100 100
FSK4 75 100 100 100 100 100 100
FSK8 95 100 100 100 100 100 100
MSK 70 85 95 100 100 100 100

Table 2. The correct decision probability of the second class

OSNR 10 DB 25 Db 315 Db 425 Db 535 Db 645 Db 755 Db
8ASKS 915 1060 1180 12100 13100 14100 15100
16PSK8 1745 1870 1990 2095 21100 22100 23100
24FSK8 2530 2675 27817.5 2897 29100 30100 31100
32MSK 3320 3460 3595 36100 37100 38100 39100

Table 3. Comparison of our method with Nandi and Azzouz at 15 dB SNR

AM | LSSB USSB M ASK2 ASK4 PSK2 PSK4 FSK2 | FSK

NANDI | 88. 99.8 98.5 90.1 96.8 86.5 99.5 96.8 99 99.5

OUR 90 90 95 90 100 100 85 95 100 100

the class 2 signals are introduced. Although the modulation subset considered is dif-
ferent from reference [2] and [15], we compare the performance of our method with
Nandi and Azzouz method. The performance of Ghani method versus SNR is not
presented.in-his.papes;so.we could.not.,compare its performance with our method. As
it is clear from table 3 the combination of the two methods has been done. The next
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step is to extract carrier frequency and baud rate. Using the methods mentioned the
job can be done effectively in SNRs above 15 dB. Then using the modulation scheme
information and estimated baud rate and carrier frequency and comparing this infor-
mation with the known counterparts of them in the nine systems mentioned earlier we
can deduce the protocol. The method is robust and fast enough to be used in on-line
applications and expanding the method to recognition of more communication sys-
tems is straight forward.

6 Conclusions

We have developed a method for recognition of communication systems based on
modulation recognition and baud rate and carrier frequency estimation. For automatic
modulation the classification procedure is done by the hierarchical neural network
method. As it is clear from the results, the overall performance of the AMR method
used in this paper is above 75% even in SNR as low as 15 dB. For SNR above 35 dB
the performance reaches 100%.
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Abstract. An improved overloading scheme is presented for single user
detection in the downlink of multiple access systems based on random
OCDMA/OCDMA (0O/O). By displacing in time the orthogonal signatures of
the two user sets, that make up the overloaded system, the multiuser
interference between the users of the two sets can be reduced by up to 50%
(depending on the chip pulse bandwidth) as compared to Quasi-Orthogonal
Sequences (QOS), that are presently part of the downlink standard of
c¢dma2000. This reduction of the multiuser interference gives rise to an increase
of the feasible Signal to Noise Ratio (SNR) for a particular channel load.

1 Introduction

In any synchronized multiple access system based on code-division multiple access
(CDMA), the maximum number of orthogonal users equals the spreading factor N. In
order to be able to cope with oversaturation of a synchronized CDMA system (i.e.
with a number of users K = N + M: N< K (£ 2N), a popular approach consists of the
OCDMA/OCDMA (0O/O) systems [1-5], where a complete set of orthogonal signature
sequences are assigned to N users (‘set 1 users’), while the remaining M users (‘set 2
users’) are assigned another set of orthogonal sequences. The motivation behind this
proposal is that the interference levels of the users are decreased considerably as
compared to other signature sequence sets (e.g., random spreading), since each user
suffers from interference caused by the users belonging to the other set only.

In [1-4], the potential of various O/O types with multiuser detection [6] was
investigated, while [5] evaluates the downlink potential with single user detection of a
particular type of O/O: ‘Quasi Orthogonal Sequences (QOS)’. Especially the latter
application is of practical interest, since alignment of the different user signals is easy
to achieve in the downlink (as opposed to the uplink), while single user detection is
the obvious choice for detection at the mobile stations. The QOS, discussed in [5], are
obtained by assigning orthogonal Walsh-Hadamard sequences [7] to the set 1 users,
while each set 2 user is assigned a Walsh-Hadamard sequence, overlaid by a common
bent sequence with the window property [5]. These QOS minimize the maximum
correlation between the set 1 and set 2 users, which was the incentive to add these
QOS to the cdma2000 standard, so that overloaded systems can be dealt with [8].

Up to now, the chip pulses of all users are perfectly aligned in time in all
considered O/O systems. However, an additional degree of freedom between the set 1
and the set 2 users has been overlooked: one can actually displace the set 2 signatures
with respect to the set 1 signatures, without destruction of the orthogonality within
each set. In this contribution we investigate the impact of this displacement on the

J.N. de Souza et al. (Eds:): ICT 2004, LNCS 3124, pp. 114-121, 2004.
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crosscorrelation between the set 1 and set 2 users, and the resulting favorable
influence on the downlink performance. In section 2, we present the system model,
along with the conventional QOS system. In section 3, we introduce the new type of
0O/0 with the displaced signature sets, and we compute the crosscorrelation among the
user signals. In section 4, we assess the downlink performance in terms of maximum
achievable Signal-to-Noise and Interference Ratio (SNIR) as a function of channel
overload and required transmit power. Finally, conclusions are drawn in section 5.

2 Conventional OCDMA/OCDMA

Consider the downlink of a perfectly synchronized single-cell CDMA system with
spreading factor N and K users. Since all signals are generated and transmitted at the
same base station, this signal alignment is easy to achieve, and the total transmitted
signal S;(t) is simply the sum of the signals s,(t) of all users k (k=1, ..., K):

$10=2 5.0 —Z{Z/ﬁ <z>ak<o{2ﬁ“)um 1=i.NT, = jT, )H M

=l k=l |i=—oco

In this expression,

e BV =BYM) .. BY(N) € [INN-IANY, Ai) and a(i) € {1,-1} are the
signature sequence, the amplitude and the data symbol of user k in symbol interval
i, respectively.

e The unit-energy chip pulse p.(t) is a square-root cosine rolloff pulse with rolloff c,
and chip duration T, [9]. The associated pulse, obtained after matched filtering of
pe(t), is the cosine rolloff pulse ¢.(t) with rolloff a. Note that ¢.(t) is a Nyquist
pulse, i.e., §.(GT.) = §;.

We denote the channel gain from the base station to user k in symbol interval i by
Y«(1). In order to obtain a decision statistic z(i) for the detection of databit ay(i), the
received signal is applied to a matched filter p.(-t), followed by a sampling on the
instants (iN+j)T. G = 0, ..., N-1). The resulting samples are correlated with the
signature sequence Bk(i), and finally a normalization is carried out by multiplying the
result by v (i)/Iy()I*. Since (t) is a Nyquist pulse, and due to the perfect alignment
of the user signals, the observable z(i) is given by (k=1, ..., K):

20 = Ac@)ag (D + Y AjG).a;().py () +m (i) )

ik

In (2), px;(d) = (Bk(i))T.Bj(i) is the correlation between B, and Bj(i), and n,(i) is a real-
valued noise sample with variance 6,*/Iy (i), where G, is the power spectral density
of the noise at the receiver input.

In order to assure that all users meet a predefined quality of service constraint,
power control is applied in the downlink. If LNT, is smaller than the minimum
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coherence time of the channels between the base station and the users’, power control
can be achieved by updating the amplitudes of the users once every L symbol
intervals, based on (an estimate of) the variance of the sum of noise and interference
over a time span of L symbol intervals. To meet the quality of service constraint for
user k, it is necessary that this variance remains lower than the predefined threshold of
user k. Since the channel gain is constant over these L symbol intervals, the variance
of interest is given by (k =1, ..., K):

L
~2 25 R 1 . 2
B =) AR, ;+5, with R, =Zz§=1 |21 Gy +D) (3)

J#k

where X denotes the (constant) value of x over the considered time span of L

. LR ~ |2 A .
symbols, that starts at time index i;, 0, = 0',3 / |7k| ,and Ry ; is the crossinterference

between user k and user j over the considered time interval. The variance ﬁkz is
related to the signal to interference plus noise ratio SINRy of user k by
SINR, = A7 | i}

From expression (3), it is obvious that the squared crosscorrelations between the
signatures of the users should be as small as possible, in order to restrict the
MUItiuser Interference (MUI). As long as K remains smaller than N, taking
orthogonal signatures, as is done in IS-95 [12] and cdma2000 [8], is optimum because
they yield py; = 0. If K exceeds N (i.e., an oversaturated system), the O/O system tries
to eliminate as much intra-cell interference as possible, by taking orthogonal
signatures for N users (‘set 1 users’), and by taking another set of orthogonal
signatures for the remaining M users (‘set 2 users’). This eliminates the interference
of (N-1) and (M-1) users on the detection of the set 1 and set 2 users, respectively.
Indexing the set 1 users as the first N users and the set 2 users as the last M users, (3)
turns into:

K N
il = ZAJ?.RM +8,(k=1...N) ; [i} =ZAJA2.R,WA +8,(k=N+1..K) 4
j=N+1 j=1

The signatures of the set 1 users span the complete vector space of dimension N,

N

implying that zﬁk’ ;=1 (k=N+1, ..., K). From this expression, it is immediately
j=1

seen that the maximal crossinterference between the set 1 and the set 2 users will be

minimized if and only if all of these crossinterferences I?k, ; are equal to 1/N. This

condition is met by means of QOS for N = 4", where the signatures of the users are

fixed over all symbol intervals, so that the signatures gos of the set 1 users (k = 1,

1 . . ..
Most channels suffer from slow fading, so that L can take on large values, since the minimum coherence

timerisitypicallysonstherorderof:Srmsi[10sb]=iniiS=95, for instance, N.T.is about 52 ps, and the power is
updated every 1.25 ms (L = 24) [12].
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..., N) are the Walsh Hadamard sequences WHN(k) (k=1, ...,N) of order N, and the
signatures of the set 2 users are obtained by overlaying the same Walsh-Hadamard
sequences by means of a bent sequence Q e {I1-1}N [5]:

995 — diag(Q,, 0y, Ox } WHY™ (k=N+1, ..., K).

3 0O/0 with Displaced Signature Sets

In the conventional O/O systems, there is an additional degree of freedom that has not
been exploited. Indeed, in order to make sure that the first N user signals are
orthogonal, they have to be perfectly aligned in time, and the same is true for the set 2
user signals. However, the set 1 user signals do not need to be aligned with the set 2
user signals to provide this property. Hence, the displacement T (T € [0, NT,)) of the
set 2 users with respect to the set 1 users is an additional degree of freedom. Adopting
the same notation si(t) as in (1) for the signal of user k, the total transmitted signal
S,(t) is now given by

N

K
S, =D 50+ Y s;(t=7) )

i=1 i=N+l

We focus on random O/O [1], where the signatures of the set 1 users and the set 2

users are obtained by overlaying the Walsh Hadamard vectors in every symbol

interval i by the respective scrambling sequences P, and P,”, that are chosen
completely at random and independently out of {1,-1}" in every symbol interval:

0 _{ diag{(P" (0),...P(N-=D}WHY  k=1..N ©

diag{P\" (0),... P’ (N =D} WHG™  k=N+1,...,K

Let us consider the contribution zkj(i) of set 2 user j to the decision variable z,(i) of
set 1 user k in symbol interval i:

+o0
2= Y Ai9)a;)p(7) (M
] N-1 N-1 )
with  p{?(m=>" 3B (m) B} )¢ (i~ ).N+(m—m)T, ~7]. Hence, the
m=0 n=0

crossinter-ference R, ; between set 1 user k and set 2 user j is now given as

7 1 SIE s G+s) |
i) Y el @) ®)

S=—00

and is an (approximately) Gaussian random variable. However, its expected value is
reduced by a factor 1/A > 1 as compared to QOS (see appendix):
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400
elR, )= }”(‘;’\;A) =%S§¢2(S.TC -A) ; A=r—[T—iJ.TC ©)
So, as compared to the original QOS system, the expected value of the MUI of all set
1 and set 2 users is decreased by a factor 1/A, that is dependent on the rolloff o and on
A. For A = 0, the chip pulses of all the users are perfectly aligned, and A = 1, whether
the symbol boundaries of the set 1 and the set 2 users are aligned or not.

The function A(a,A) is the interference function of the square-root cosine rolloff
pulse p.(t). This interference function was introduced in another context (PN-spread
asynchronous communication) in [13], where it was shown that it can be written as a
function of the Fourier transform P (f) of p.(t):

400
Aa,A) = F(0) + (1 - F(0)).cos(2w.AT,) with F(0) =Ti I|PC ( f)|4df (10)

According to this expression, A is minimal for A = T./2. Numerical calculations yield
the following relationship between the optimal value of A and the rolloff o of the chip
pulse: A(a,T./2)=1—a/2. So, it is obvious that we can obtain important decreases
in MUI, by displacing the chip pulses of the set 2 users by half a chip period as
compared to the chip pulses of the set 1 users. This decrease can be up to 50% for o =
1, and amounts to 15 % for a practical rolloff value of 0.3.

4 Network Capacity of Improved O/O

If we impose on the system a common quality of service constraint, so that the SINR;
for all users k has to be at least k, then, as long as the problem is feasible, the
minimum (optimum) power solution A, corresponds to the case where all SINRy, are
exactly x [14,15]:
A =xR.A +§) 1D
with (A), =A}, 8), =8, fork=1, ... K, (R), ;=R if i and j are from a
different set, while (R);; = 0 if i and j are from the same set. It is well known
[14,15,16] that (11) has a positive solution A, if and only if the largest eigenvalue
AR™™ of R is smaller than 1/k. Hence, the maximum achievable SNIR target level
Kmax(R) for the system is given by 1/Ag™™.
For random O/O, R is a random matrix with components ﬁk’ ; that have a

Gaussian distribution for any (k,j), (j,k) € {1,....N}x{1,...,M}. As a consequence,
AR™ is also a random variable, as well as the corresponding K.<(R). Nevertheless,
for a typical value L = 20, simulations point out that the distribution of K. is
strongly peaked around the value Ky, (E[R]) = 1/Agg)™, where E[R] is the expected
value of R (cf. (9)). This is illustrated in figure 1, where the maximum deviation (Kp.x
(E[R]) — Xnax(R)) over a wide range of matrices R is shown for N = 16 and 32, and o
= 0.25 and 1. It can be observed that this maximum deviation is highest at low
channel overloads, but decreases sharply as the channel load increases. Moreover, the
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maximum deviation is significantly lower for N = 32 as compared to N = 16. The
average deviation was found to be less than 0.05dB for channel loads in excess of
1.12 and 1.2 for N = 32 and 16 respectively. Simulations indicate that for N = 64,
even lower maximum and average deviations are found, allowing us to conclude that
the deviation decreases significantly when N increases. In addition to this, the
deviation increases as 0. increases.

1.2

1+ —e—N=16, rolloff=025 | - - - - - _ _ _ _

o —*—N=186, rolloff = 1
SO e ettt [ B
c |
S | - &- N=32, rolloff = 0.25
e !
OB T -t \-F--------------------q oo
% \ - X~ N=32, rolloff = 1
£
& 0.4 -
=

0.2 1

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
channel load (K/N)

Fig. 1. Maximum deviation (dB) as a function of channel load for N = 16, 32 and oo =0.25 and 1.

Figure 2 shows Kn.x (E[R]) for the improved O/O systems. As the previous
discussion brought to light, this performance is representative for the actual
performance of improved O/O, with very small deviations at the low values of Kx,
especially for moderate to high spreading factors. In figure 2, we also added the
performance of QOS and the upper bound for chip-synchronous systems [17]. It is
found that x,,x (E[R]) for improved O/O is about 0.58, 0.67, 0.79 and 0.97 dB above
the achievable SNIR of QOS for o = 0.25, 0.5, 0.75 and 1 respectively. We also see
from figure 2 that the performance of improved O/O with o = 1, 0.75, 0.5 and 0.25,
exceeds the (chip-synchronous) upper bound for channel loads in excess of 1.25, 1.4,
1.56 and 1.77 respectively.

5 Conclusion

In this article, we presented a new type of random O/O that allows for a higher
network capacity in the downlink as compared to the Quasi-Orthogonal Sequences,
that are presently implemented in the cdma2000 standard. This improved O/O system
is obtained by displacing in time (over half a chip period) the signatures of the
orthogonal sets of the O/O system. Depending on the rolloff of the chip pulses, the
achievable common SNIR target level can be increased by up to about 1 dB as
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compared to QOS. Moreover, the performance of improved O/O can exceed the chip-
synchronous upper bound for channel loads in excess of 1.25.

Achievable SNIR (dB)

channel load (K/N)
Fig. 2. K,,.x (E[R]) for improved O/O
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Appendix

In order to determine E (ﬁk, j ), we take a closer look at

+oo [ [N=IN=I 2
1) = {Zp“‘*’ ”(rf] = 2 B DY B B o [+ 1= 9N+ m-m)T -7
s=—00 m=0n=0

Since the scrambling sequences of the different users sets are random, the chips of
different users are uncorrelated, and the same is true for different chips of the same
signature. This, combined with the fact that all chips belong to the set {1AN, -1AN},
reduces I(l) to:

+o0 N—1 N—I

1(1)— ZZZ¢2[(11+I—S)N+(m )T, —7]

s=—oom=0 n=0
+oo N—1 N-1
N2 DD 6N+ m-m)t, 7]
s=—oom=0 n=0
An observation of the terms in the last expression of I(l) learns that each term
q)cz(k T, -A) occurs N times in the summation. As a consequence:

1(1)— ZN¢2(ST —-A)= Z¢2(sT-A

§=—00 §=—00

and

~ 1 L 1 +oo )
B )= Y 0= Y 067, - )

I=1
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Abstract. This paper introduces a construction technique for trellis
codes on the two-user binary adder channel (2-BAC). A condition for
unique decodability for convolutional codes on the 2-BAC is derived, with
an immediate extension for trellis codes. A pair of block codes (uniquely
decodable on the 2-BAC) is used as a filter to eliminate just those paths
through the trellis that would lead to ambiguity at the decoder. This
approach in principle does not limit the sum rate of the resulting code
pair.

1 Introduction

The subject of multiple-access channels is currently a topic of great practical
interest in telecommunications. The simplest multiple-access channel is the two-
user binary adder channel (2-BAC) [1]. This channel is memoryless and accepts
at each unit of time two binary inputs, one from each user, both users assumed to
produce equally likely binary digits, and emits a single output from the alphabet
{0,1,2}. In the noiseless case, the channel output y is just the arithmetic sum
of the inputs 1 and x5, respectively, while in the noisy case the channel output
behavior is described by the conditional probability P(y|xizs).

The 2-BAC channel capacity region was determined independently by Liao
[2], Ahlswede [3] and Slepian and Wolf [4], and since then many papers have
appeared on code construction for the 2-BAC [5]-[9], however exclusively on
block codes. We remark that, except for the paper by Peterson and Costello [10],
there are virtually no papers available on the subject of code construction for the
2-BAC channel using convolutional codes. One possible reason for that is the fact
that the authors published a (in retrospect) pessimistic result, that the sum rate
of a linear code pair on the 2-BAC can not exceed 1. Since convolutional codes
are linear codes they did not seem in principle interesting for use on the 2-BAC.
An approach using distance properties of linear block codes for constructing 2-
BAC codes was put forward in [5] and [6]. The decoding problem, however, is
usually left aside and the main goal in code construction for the 2-BAC has been
iR nestycases justytosachieve high-rates,Perhaps the most serious difficulty for
the practical use of 2-BAC codes has been precisely the decoding problem.

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 122-127, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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In this paper we establish a condition for unique decodability of trellis codes
on the 2-BAC in terms of output sequences and states of a 2-user trellis. We
present also a code construction for the 2-BAC based on a single convolutional
code and on a pair (Cq,Cz) of short block codes uniquely decodable on the
2-BAC. A significant advantage of the resulting two-user trellis codes is that
the decoding techniques used in the single-user case, like Viterbi decoding for
example, apply directly to the two-user case [10]. Furthermore, we show that
this new technique achieves capacity in the 2-BAC.

2 Trellis Construction for the 2-BAC

Consider a pair of trellis codes allocated one for each user. Because the channel is
defined in terms of input pairs, the decoder must consider pairs of paths through
the single-user trellises. That is, the a posteriori probabilities of single paths are
not defined, however, the a posteriori probabilities of path pairs are defined.
This leads immediately to the concept of a two-user trellis. The two-user trellis
is defined such that, at any given time slot, each distinct pair of paths through
the two single-user trellises corresponds to a unique path through the two-user
trellis. At any given time slot each branch of the two-user trellis corresponds
to a pair of branches in the single-user trellises, and each state of the two-user
trellis corresponds to a pair of states in the single-user trellises. The decoder
task is to discover which path along the two-user trellis is the most likely. If each
single trellis has L; and Lo states, respectively, the two-user trellis will have
L1 Ly states.

3 Condition for Unique Decodability

In this section we characterize, in terms of states and branch labels of a trellis,
a condition for unique decodability of a convolutional code pair on the 2-BAC.
Let (C1,C2) be a convolutional code [11, p.287-314] pair of blocklength n, the
encoder of which have L; and Lo states respectively. Usually a convolutional
encoder is started in the all-zero state and, after N sub-blocks are generated,
the sequence of sub-blocks is either truncated or terminated. In either case the
resulting code can be treated as a block code. Let a(s;, s,) € C1 denote a binary
sequence of N sub-blocks starting at state s;, ¢ = 1,2,..., L; and terminating
at state s,, p =1,..., Ly, consisting of a concatenation of N sub-blocks of C;.
Similarly, let b(s,., s,,) € Co denote a binary sequence of N sub-blocks starting at
state s,.,, r = 1,2,..., Ly and terminating at state s,, v = 1,..., Lo, consisting
of a concatenation of N sub-blocks of Cs.

We introduce next an array of rows and columns (see Fig. 1 for an example)
that we call the trellis array A of the given convolutional code pair (Cy,Cs).
Each cell element in A is a ternary sequence z representing the arithmetic sum
of two binary sequences a(s;, sp) and b(s,, s),i.e., 2 = a(s;, sp) +b(sy, s), where
@(SiySp)rand-b(spysy)-indicatesrespectively, the row index and the column index,
and where: =1,2,... Ly, p=1.2,..., L, r=1,2,..., Lo,andv=1,2,..., Lo.
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If we fix ¢ in a(s;, sp) (the row index of A) and fix r in b(s,,s,) (the column
index of A), and let p=1,2,...,L; and v=1,2,..., Ly, we obtain a sub-array
denoted by S(s;, s.).

Proposition 1. A convolutional code pair is uniquely decodable on the 2-BAC
if and only if in each sub-array S(s;,sr),t = 1,2,..., Ly and r = 1,2,..., Lo,
there is no repeated ternary sequences.

Proof. Contrary to the hypothesis, suppose that the ternary sequence z occurs
more than once in S(s;,s,). It then follows that z = a(s;, sp) + b(sr, sy) =
a(si, spr) + b(sr,s0),p # p',v # v'. Because the pair of initial states of the
component binary codes, i.e., the pair s; from C; and s, from Cs, is common to
both sub-array cells, it is not possible for the decoder to resolve the ambiguity of
whether to deliver a(s;, sp) associated to user 1 and b(s,, s,) associated to user
2, or to deliver a(s;, sp) associated to user 1 and b(s,, s,/) associated to user 2.

Now suppose that the ternary sequence z occurs only once per sub-array but
may appear more than once in the trellis array. It then follows that z € S(s;, s¢)
and z € S(sy, s¢), ¢ # i or/and ¢t # t. In this situation, however, the decoder
knows in advance the pair of initial states of the component binary codes, for
example the pair s; from C; and s; from Cs, and unambiguously separates the
two user codewords. ad

We remark that although Proposition 1 specifies a necessary and sufficient
condition for uniquely decodability on the 2-BAC, the use of convolutional codes
will limit the maximum sum rate to 1. However, the approach that led to Propo-
sition 1 suggests that we change C; and Cy and use instead trellis codes, i.e.,
codes not restricted to be linear. This line of reasoning is pursued in the next
section.

4 Code Construction

Let C denote a (n,k) systematic convolutional code [11, p.303-308] and let
(C1,C3) denote a pair of block codes uniquely decodable on the 2-BAC. An
encoder for C , having L states, is made available to user 1 and, similarly, to user
2. User 1 feeds his messages to the encoder for Cq, and the resulting codewords
from C; are fed as messages for the encoder for C . User 2 proceeds in a similar
manner, using an encoder for C, followed by an encoder for C . Essentially, the
encoding operation performed by each user is a concatenation of his respective
block code with code C. Since C is systematic it follows that the arithmetic sum
of the codewords from C produced by user 1 and user 2, respectively, must be
uniquely decodable. This follows because the pair (Cy, Cs) is uniquely decod-
able on the 2-BAC and arithmetic sums of codewords from C; and C, appear in
the information section of the arithmetic sum of codewords from C. The use of
codes C; and C; causes the elimination of some rows and some columns in the
original trellis;array (using.code,Cyinthe two array dimensions), giving origin
to a punctured trellis array.
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In terms of our derivation in the previous section, with a little abuse of
notation, we denote by (Cq,Cs) the trellis code pair generated above and state
this result more formally as follows.

Proposition 2. A trellis code pair is uniquely decodable on the 2-BAC' if and
only if in each sub-array S(s;, s;),i =1,2,...,L andr =1,2,..., L, there is no
repeated ternary sequences.

If the rate of the pair (Cy, Cs) is R it follows from our construction that R¢ =
R(k/n) is the rate of the code consisting of the arithmetic sum of codewords from
C . Therefore, by taking C to be a code with rate k/n approaching 1, R¢ will be
very close to R. This means that if R for the pair (Cq, Cz) achieves capacity on
the 2-BAC then R¢ will also achieve capacity.

Example
Let C be a rate 1/2 systematic recursive convolutional code with transfer function
matrix:

1+ D?
Dy=|1 —I=Z 1
¢(D) 1+ D+ D2 W

We use the code generation with N = 2 sub-blocks and the corresponding trellis
array is shown in Fig. 1. There are ternary sequences z that occur more than
once in each sub-array. We can observe for example that at S(s2,s1) we have
a(s2,51) + b(s1,83) = a(sa, s2) + b(s1,84) = a(se,s3) + b(s1,$1) = a(sa, s4) +
b(s1,s2) = 1111. The use of codes C; = {00,11} and Cy = {00,01, 10}, as
described earlier, causes the elimination of some rows and some columns in the
table shown in Fig. 1. We thus obtain the punctured trellis array shown in Fig.
2, corresponding to a pair of uniquely decodable trellis codes.

bEs) bes) bas) blus)  bs) bEs) bes) bos)  blns) bns)  bes) bEs) bEs)  bls)  blus)  bls)
0000 1110 0011 1101 1100 0010 111 0001 1011 0101 1000 0110 0111 1001 0100 1010

) 0000 0000 1110 0011 1101 1100 0010 11 0001 1011 0101 1000 0110 0111 1001 0100 1010
) 1110 1110 2220 1121 221 2210 1120 2221 11 2121 1211 2110 1220 1221 2111 1210 2120
5) 0011 0011 121 0022 112 11 0021 122 0012 1022 0112 1011 0121 0122 1012 0111 1021
) 1101 1101 2211 1112 2202 2201 11 2212 1102 2112 1202 2101 1211 1212 2102 1201 2111
) 1100 1100 2210 111 2201 2200 1110 2211 1101 2111 1201 2100 1210 1211 2101 1200 2110
5257 0010 0010 1120 0021 1 1110 0020 121 0011 1021 0111 1010 0120 0121 1011 0110 1020
) 111 111 2221 1122 2212 2211 121 2222 1112 2122 1212 211 1221 1222 2112 1211 2121
s284) 0001 0001 111 0012 1102 1101 0011 112 0002 1012 0102 1001 0111 0112 1002 0101 1011
)
)
)
)
)
)
)
)

101 1011 2121 1022 2112 211 1021 2122 1012 2022 112 2011 121 1122 2012 1 2021
0101 0101 1211 0112 1202 1201 0111 1212 0102 1112 0202 1101 0211 0212 1102 0201 11
1000 1000 2110 1011 2101 2100 1010 2111 1001 2011 1101 2000 1110 1 2001 1100, 2010
0110 0110 1220 0121 1211 1210 0120 1221 0111 1121 0211 1110 0220 0221 11 0210 1120
0111 0111 1221 0122 1212 1211 0121 1222 0112 1122 0212 111 0221 0222 112 0211 1121

Fig. 1. Trellis array, N = 2.
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b(s1,51) b(s1,55) b(s1,54) b(sa51) b(s2,52) b(s2,51) b(S350) b(s353) b(s351) b(s4,51) b(s45)) b(s453)
0000 0011 1101 1100 0010 0001 0101 1000 0110 0111 1001 0100

a(sy,s;) 0000 | 0000 : 0011 1101 1100 i 0010 : 0001 | 0101 1000 i 0110 § 0111 1001 : 0100
a(s18) 1110 1110 1121 221 2210 ¢ 1120 : 11N 1211 2110 @ 1220 | 1221 @ 2111 1210
a(sys;) 1111 11 1122 ¢+ 2212 | 2211 1121 112 1212 1 2111 1221 1222+ 2112 © 1211
a(sysy) 0001 | 0001 | 0012 @ 1102 | 1101 0011 0002 | 0102 @ 1001 | 0111 0112 © 1002 @ 0101
a(sys;)) 1011 1011 1022 ¢ 2112 | 2111 1021 1012 | 1112 | 2011 1121 122 2012 . 1111
a(s3s;) 0101 | 0101 | 0112 | 1202 | 1201 | 0111 0102 | 0202 @ 1101 0211 0212 © 1102 = 0201
a(sys;) 0100 | 0100 : 0111 1201 1200 : 0110 @ 0101 | 0201 1100 @ 0210 | 0211 1101 0200
a(sysy) 1010 | 1010 @ 1021 . 2111 2110 ¢ 1020 : 1011 11 2010 | 1120 | 1121 2011 1110

Fig. 2. Punctured trellis array.

5 Comments

A condition for unique decodability for convolutional codes on the 2-BAC was
derived, with an immediate extension for trellis codes. The use of a pair of block
codes (uniquely decodable on the 2-BAC) plays the role of a filter to eliminate
just those paths through the trellis that would lead to ambiguity at the decoder.
This approach in principle does not limit the sum rate of the resulting code pair.
In conclusion, we have shown in this paper how to construct trellis codes for the
2-BAC.
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Abstract. In this paper we determine bounds of the capacity region of
a two-user multiple-access channel with Rayleigh fading when neither
the transmitters nor the receiver has channel state information (CSI).
We assume that the fading coefficients as well as the additive noise are
zero-mean complex Gaussian and there is an average power constraint
at the channel input for both senders. Results that we get show that the
lower (inner) and the upper (outer) bound of the capacity region are
quite close for low and high signal-to-noise ratio (SNR). Surprisingly,
the boundary of the capacity region is achieved by time sharing among
users, which is not the case for fading channels with perfect CSI at the
receiver. As an additional result we derive a closed form expression for
the mutual information if the input is on-off binary.

Keywords: Multiple-access channel, capacity region, Rayleigh fading,
channel state information, volume of the capacity region.

1 Introduction

Wireless communication systems are currently becoming more and more impor-
tant. A challenging task for operators of mobile communication systems and
researchers is the need to constantly improve spectral efficiency, maintain a de-
sirable quality of service, minimize the consumption of transmit power in order
to lower electromagnetic radiation and prolong the battery life. In the same time
the number of base stations has to be minimized, whilst accommodating as many
users as possible. In fulfilling these requirements, the greatest obstacle is the na-
ture of the mobile communication channel, which is time-varying, due to rapid
changes in the environment and mobility of users. Signal strength may drop by
several orders of magnitude due to an increase in distance between transmitter
and receiver and superposition phenomena in scattering environments. This phe-
nomenon is commonly known as fading and such channels as fading channels.
Many modern wireless systems send a training sequence inserted in the data
streamsin.order to.provide the receiver,with information about the channel. On
the other hand, some systems provide a feedback channel from the receiver to

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 128-133, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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the transmitter and this information can help the transmitter to choose an ap-
propriate signal to access the channel. Knowledge of the channel is known as
channel state information (CSI). Many papers have been written on channels
with perfect CSI at the receiver, at the transmitter, at both and at neither of
them. In practical wireless communication systems, whenever there is a large
number of independent scatterers and no line-of-sight path between the trans-
mitter and the receiver, the radio link may be modelled as a Rayleigh fading
channel. In a multi-user environment the uplink channel is typically modelled
as multiple access channel (MAC). The performance of the channel strongly de-
pends on the fact whether the state of the channel is available at the receiver
and(or) the transmitter(s). In this paper we are interested in deriving the capac-
ity region of the two-user Rayleigh fading channel without CSI at the receiver
or the transmitter. The capacity region of a multiple access channel is the clo-
sure of achievable rates for all users [5]. This channel is of interest since in some
cases the channel can vary very quickly and it will be not possible to send any
information about the channel.

The case without channel state information for the single user channel has
been studied in [9,7,3,6] and for the multi-user channel in [8,2]. In [3], authors
show that without channel state information, the optimal input is discrete with
a mass point at zero. In [9] it is shown that without channel state information,
the capacity at high SNR depends double-logarithmically on the SNR. A more
general result on the double logarithmic behavior at high SNR is given in [6].

In Section 2 we establish a closed form solution for the mutual information
when the input is binary on-off. In Section 3 we find lower and upper bounds
of the capacity region of a two-user Rayleigh fading channel. We compare the
bounds in Section 4 and give conclusions in Section 5.

2 Rayleigh Fading Channels Without CSI

The capacity Csy(p) of the single user channel Y/ = AX’ 4+ Z, where A, Z ~
Nc(0,1) and E[|X|?] < p has been derived in [3]. Having p = 04 P/o%, the
capacity of this channel is the same as the capacity of the channel with A ~
Ne(0,0%), Z ~ Nc(0,0%) and E[|X|?] < P. According to [3], the capacity
achieving input distribution is discrete. For low SNR, the mutual information
for binary inputs is not far from the capacity. For extremely high SNR, higher
than the fading number, defined in [6], the capacity behaves as log(log(SNR)).

Next we give a closed form expression for the mutual information between
the input and the output, if the input is on-off binary, namely (0, ). The binary
on-off input is interesting since for low SNR, it is optimal. At the end of the
section we give a numerical result for the capacity.

Proposition 1. (Closed form expression for the mutual information for a par-
ticular-on-off -input-probability-p-and-SNR p): For the channel Y = AX 4 Z,
when the input is binary on-off with Pr{X = 0} = 1 — p and power constraint
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E[|X|?] < p, the mutual information between the input X and the output Y, is

106) =16+ (2 2) - (PU2 2 Y

1—p)~t'p ptp ptp
where h(-) is the binary entropy function, J(c,d) = —In(1+4c¢) + £ 1+d 2F1(1 1+

d~52+d7 1 —c), and o Fy (u,v;w; 2) = p(l;giﬁ%v) Zo 0 F(ulf(ku)}i%""k) F is the
Gaussian hypergeometric function defined in [4]. f 29 te®dz is the

Euler gamma function.

The detailed proof is given in [1].

To compute the capacity of the binary input Rayleigh fading channel with-
out channel state information, denoted by C}, one has to find the maximum of
I, ,(X;Y) over p for different p. Unfortunately dI, ,(X;Y")/dp = 0 is a transcen-
dental equation and cannot be solved explicitly. The capacity and the optimizing
p* as functions of p are shown in Fig. 1. Note that as the power of the input sig-
nal increases the information rate of this channel goes to its limit of In 2 nats and
p* goes to 0.5. This happens since if p goes to co, we get the channel Y = AX.

Capacity [nats]

EQY = o 5 0 15 20 20 ES E = o 5 10 15 20

SNR [dB] SNR [dB]

Fig. 1. Capacity C, and the optimal probability p* as function of p

3 Two-User Rayleigh Fading Channel

In this section, we give a lower and an upper bound of the capacity region of
a two-user Rayleigh fading channel in the case where the channel is not known
either at the transmitters or at the receiver, but all of them know the statistics of
the channel exactly. The ratio of volumes [1] of the lower and the upper bound of
the capacity region will serve us as a measure for the proximity of these bounds.
The channel is

Vo A%+ Ak 4 2, @)

where A;, Ay and Z are 1ndependent and identically dlstrlbuted (id. d ), zero-

ables of variances 03 ,0%, and 0% respec-

]2 < Py, and E[|X3|]? < P». No channel
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information is provided to the transmitters and the receiver. However, they per-
fectly know the statistics of the channel. To find “good” bounds of the capacity
region of this channel, we use the results for the single user memoryless Rayleigh
fading channel, studied in [3]. Channel (2) has the same capacity as the channel

Y _ Aoy oy UATQ%XQ + % Letting Y = Y /oy, X1 = 04,X1/0z and
2

oz oAy Oz

X, = O'AQXQ/O'Z, we get
Y =A1 X1 +AXs + Z, (3)

with Ay = Ay /oa,, Ay = Ay/oa, and Z = Z /o all being N¢(0,1). Power con-
straints on the new inputs become E[|X1[]*> < 03 P1/0% = p1 and E[|X5]]? <
01242P2 /0% = po. It is clear that doing these transforms, all mutual informa-
tion in the new channel remain the same. Thus, the capacity region of the
channel (2) is the same as the capacity region of the channel (3). For a par-
ticular input distribution, the region of achievable rates for the channel (3) is
R(px,,px,) = {(R1,R2) € RL : Ry < I(YV; X1|X2); Ry < I(Y; X5|X1); Ry +
Ry < I(Y; X1, X2)}. The capacity region is a closure of the convex hull of the
union over all possible product input distributions px, (z)px, (z) of all such re-
gions R(px,, Px,). To compute the maximum mutual information in the capacity
region for user 1 and user 2 separately, we need to analyze the single user fading
channel, similarly as it is done in [3]. Given X5 = x9, the equivalent channel is
Y = A1 X1+ (Asx9+7Z). This channel is the same as the single user fading channel
Y = A1 X, +Z, with larger variance of the additive noise, that is, 1+ |z2|?. Thus,
it behaves as the channel Y = A; X; + Z, with different SNR constraint, that is,
p' = p/(1+|z|?). It is shown in [3] that the capacity achieving input distribution
for this channel has to be discrete with a mass point at the origin. Moreover, it is
shown in the same paper that for low SNR, the maximizing input distribution is
binary. Thus, the rate of user 1 is bounded by R1 <} px,(v2)I(X1;Y|X2 =

T3) < er)@ Px,(2)Csu (1+p\711|2) < er)(z Px, (7)Csu (p1) = Csu (p1), Where

the last inequality is achieved with equality if px,(0) = 1, i.e. if user 2 is silent.
By Csu(p) we denote the capacity of the single user fading channel with no
channel state information, for a particular SNR= p. Thence, the point Cj, (p1)
is achievable and it is the highest rate that can be achieved by user 1, using the
channel while user 2 is silent. That is one point on the boundary of the capacity
region, namely the extreme point on the R;—axis. From symmetry, the same is
true for user 2, i.e. the extreme point on the Ro—axis is Cy (p2).

After finding both extreme points, let us find the maximum sum rate. It is
shown in [8] that if the propagation coeflicients take on new independent values
for every symbol (i.i.d.), then the total throughput capacity for any number of
users larger than 1, is equal to the capacity if there is only one user. Hence, time
division multiple access (TDMA) is an optimal scheme for multiple users. In
that case the sum rate is given by © = aCy, (p1/a) + (1 — a)Csy (p2/(1 —a)) <
Cisu(p1+p2), with a € [0,1]. Note that the maximum throughput cannot be larger
than Cj,(p1 + p2), the capacity which is achieved if both users fully cooperate,
andis-equivalent-to.the single user,capacity for SNR= p; + ps. The latest is
achieved with equality for @ = p1/(p1 + p2). This is an upper bound of the



132 N. Marina

Csu(pz) T

PoCqy(Py#PY)
py+P,

p1Csu(p1+p2) C_(p.,) R,
P1+P2 sutt 1

Fig. 2. Lower and upper bounds of the capacity region, for given p; and ps.

capacity region, namely the pentagon {(R;, Rs) € ]R?Ir : Ry < Cyu(p1), R2 <
Csu(p2), R1 + Ra < Cyu(p1 + p2) (Fig. 2). A straightforward lower bound is
the region obtained by connecting the points that are achievable (dash-dot line
in Fig. 2). Better lower bound is the time-sharing region (dashed line in Fig.
2). Tt is obtained by allowing user 1 to use the channel aT seconds and user 2,
(1—a)T seconds. Because of the average power constraint the power used during
the active period is normalized. Hence, the proposed lower bound of the capacity
region parameterized by a € [0,1] is given by

Ri(a) = a-Cs (pr/a)
Ry(a) = (1 —a) - Cou (p2/(1 —a)). (4)

The capacity region touches the upper bound in the following three points

(Csu(p1),0), (0, Csulp2)) and(’“c“;(f;j”), P2C;jg?;jpz>) Note that a trivial up-

per bound that is much looser is the capacity region of the same channel, with
perfect channel state information at the receiver.

4 Comparison

Comparing the bounds for different SNRs [1], it can be seen that for low and
high SNR they are closer then for the some medium SNR. How to measure the
“tightness” of the bounds? We propose comparing the wvolumes of the corre-
sponding regions. For the two user case the volume is V5 = [ R RydR;. 1t is easy
to compute the volume of the upper bound in terms of the single-user capacities.
For p1 = p2 = p, Vug(p ) 3 [Csu(2p)] [Cou(2p) — C u(p)]?. The volume of

the lower bound is Viz(p fo su(P) RyodRy = fo Ry(a)Ry(a)da, where R (a)

and Rg( ) are glven by ( ) and Rl( ) is the first derivative of Ry with respect to
8 R;.the lower and the upper bound are very close

p to some SNR (~ 3 dB), where the
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lower and the upper bound are at maximum “distance”. In this case the ratio
Vi =~ 0.925Vy5. As SNR increases above 3 dB, the bounds approach again,
i.e. the ratio of Vg and Vi g increases and tends to 1. The results can be easily
extended for an M —user case.

5 Conclusions

The single user Rayleigh fading channel with no side information has attracted
some attention since it is useful for modelling different wireless channels. In this
paper we get some insight for the multiple access Rayleigh fading channel with
no CSI. We give bounds of the capacity region of the two-user Rayleigh multiple
access channel. We see that the sum rate is maximized by time-sharing among
users and in that case we achieve the boundary of the capacity region by giving
to each user an amount of time that is proportional to its input average power
constraint multiplied by the variance of the fading. This is not the case with
multiple access channels with perfect CSI at the receiver only. However it is the
case with the Gaussian MAC. We also see that the inner bound is always within
92.6 % (in terms of the volume of the capacity region) of the outer bound. As
an open problem for future research we leave the improvement of the inner and
the outer bound.
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Abstract. In this work we propose adaptive decision feedback (DF) multiuser
detectors (MUDs) for DS-CDMA systems using recurrent neural networks (RNN).
A DF CDMA receiver structure is presented with dynamically driven RNNs in
the feedforward section and finite impulse response (FIR) linear filters in the
feedback section for performing interference cancellation. A stochastic gradient
(SG) algorithm is developed for estimation of the parameters of the proposed
receiver structure. A comparative analysis of adaptive minimum mean squared
error (MMSE) receivers operating with SG algorithms is carried out for linear and
DF receivers with FIR filters and neural receiver structures with and without DF.
Simulation experiments including fading channels show that the DF neural MUD
outperforms DF MUDs with linear FIR filters, linear receivers and the neural
receiver without interference cancellation.

1 Introduction

In third generation wideband direct-sequence code-division multiple access (DS-
CDMA) systems high data rate users can be accomodated by reducing the processing
gain NV and using a low spreading factor [1]. In these situations, the multiacess interfer-
ence (MAI) is relatively low (small number of users), but the intersymbol interference
(ISI) can cause significant performance degradation. The deployment of non-linear struc-
tures, such as neural networks and decision feedback (DF), can mitigate more effectively
ISI, caused by the multipath effect of radio signals, and MAI, which arises due to the
non-orthogonality between user signals. Despite the increased complexity over conven-
tional multiuser receivers with FIR linear filters, the deployment of neural structures is
feasible for situations where the spreading factor is low and the number of high data rate
users is small. In this case, the trade-off between computational complexity and superior
performance is quite attractive. Neural networks have recently been used in the design of
DS-CDMA multiuser receivers [2]-[5]. Neural MUDs employing the minimum MMSE
[2]-[5] criterion usually show good performance and have simple adaptive implementa-
tion, at the expense of a higher computational complexity. In the last few years, different
artificial neural networks structures have been used in the design of MUDs: multilayer
perceptrons (MLP) [2], radial-basis functions (RBF) [3], and RNNs [4,5]. These neu-
ral. MUDs, employ.non-linear. functions,to.create decision boundaries for the detection
of transmitted symbols, whilst conventional MUDs use linear functions to form such

J.N. de Souza et al. (Eds.)-ICT 2004, LNCS 3124, pp. 134-141, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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decision regions. In this work, we present an adaptive DF MUD, using dynamically
driven RNNs in the feedforward section and FIR linear filters in the feedback section,
and develop stochastic gradient (SG) algorithms for the proposed DF receiver structure.
Adaptive DF and linear MMSE MUDs are examined with the LMS algorithm and com-
pared to the DF and non-DF neural MUDs operating with SG algorithms. Computer
simulation experiments with fading channels show that the DF neural MUDs outper-
forms linear and DF receivers with the LMS and the conventional single user detector
(SUD), which corresponds to the matched filter.

2 DS-CDMA System Model

Let us consider the uplink of a symbol synchronous DS-CDMA system with K users,
N chips per symbol and L,, propagation paths. The baseband signal transmitted by the
k-th active user to the base station is given by:

l‘k(t) = A Z bi (1) sk (t — iT) (1)

i=—00

where by (i) € {£1} denotes the i-th symbol for user k, the real valued spreading

waveform and the amplitude associated with user k are si(t) and Ay, respectively.
The spreading waveforms are expressed by s (t) = 25:1 ax(1)o(t — nT,), where
ay(i) € {£1/V/N}, ¢(t) is the chip waverform, T, is the chip duration and N = T'/T.
is the processing gain. Assuming that the receiver is synchronised with the main path,
the coherently demodulated composite received signal is

K Lp,—1

r(t) = Z Z b (0) g (t — Th,1) (2)

k=1 [=0

where hy, ;(t) and 75, ; are, respectively, the channel coefficient and the delay associated

with the [-th path and the k-th user. Assuming that 7, ; = {7, and that the channel
is constant during each symbol interval, the received signal r(¢) after filtering by a
chip-pulse matched filter and sampled at chip rate yields the /N dimensional received
vector

K
r(i) = Y AHi()Cxbi(i) +n(i) (3)

k=1
where the Gaussian noise vector is n(i) = [n1(i) ... ny(i)]T with E[n(k)nT (i)] =

o1, where (.)7 denotes matrix transpose and F|.] stands for expected value, the k-th
user symbol vector is given by by, (i) = [bg(i) ... by(i — Ls + 1)]7, where L, is the
ISI span. The (L, x N) x L user k code matrix Cy, is described by

Sk 0...0

Ck: 0s, -0
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where s = [ax(1)...ax(N)]? is the signature sequence for the k-th user, and the
N x (Ls x N) channel matrix Hy,(¢) for the user k is expressed by

hio(@) o hp, (i) ... 0 0
Hy(i)=| + -~ - o (5)
0 0 oo hgo(i) .o hip, 1(d)

The MAI comes from the non-orthogonality between the received signature sequences,
whereas the ISI span L, depends on the length of the channel response, which is related to
the length of the chip sequence. For L, = 1, Ly = 1 (no ISI), for1 < L, < N, Ly = 2,
for N <L, <2N,L, = 3.

3 Conventional Decision Feedback MUD

Consider a one shot DF MUD (the receiver observes and detects only one symbol at
each time instant), whose observation vector u(i) is formed from the outputs of a bank
of matched filters , where u(i) = STr(i) with S = [s; ... sk]. The observation vector
is represented by:

u(i) = [ug ... ug)” (6)

The detected symbols for an one shot DF multiuser receiver using FIR linear filters are
given by : R X
bi(i) = sgn(wi; (i)u(i) — £ b(0)) (7)

where wy (i) = [wy ... wx|T and (i) = [f1 ... fx]T are,respectively the feedforward
and feedback weight vectors for user k for the ¢-th symbol in a system with K users.
The feedforward matrix w(k) is K x K, the feedback matrix f(k) is K x K and is
constrained to have zeros along the diagonal to avoid cancelling the desired symbols.
In this work, we employ a full matrix f(k), except for the diagonal, which corresponds
to parallel DF [6]. The MMSE solution for this MUD can be obtained via an adaptive
algorithm, such as the LMS algorithm [7], which uses the error signal ey (i) = by (i) —
w (i)u(i) + £ (i)b(i), and is described by:

wi(i+ 1) = wi (i) + pwer(i)u(i) (8)

fir(i + 1) = £(i) — pen(i)b(i) 9)

where by, () is the desired signal for the k-th user taken from a training sequence, u(i)
is the observation vector, b(7) = [b1(7) ... bx(i)] is the vector with the decisions, fi,,

and p s are the algorithm step sizes.

4 Proposed DF Neural Receiver

In this section we present a decision feedback CDMA receiver that employs recurrent
neural-networks-as-its-feedforward-section-and linear FIR filters, similar to the DF MUD
described in the preceeding section, as its feedback section. The decision feedback
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CDMA receiver structure, depicted in Fig. 1, employs dynamically driven RNNs in the
feedforward section for suppressing MAI and ISI and FIR linear filters in the feedback
section for cancelling the associated users in the system. With respect to the structure,
RNNs have one or more feedback connections, where each artificial neuron is connected
to the others. These neural networks are suitable to channel equalisation and multiuser
detection applications, since they are able to cope with channel transfer functions that
exhibit deep spectral nulls, forming optimal decision boundaries [8].

=[t]
1

o

[ u
@] [ ooty 1 —_F_| X
sgt] u [N ;
& T u 4 R
£[t] fr—s _[( 1 | oa 2y Feedforward |— __F
—3 . zection with [N
) RNN :
=[] . . .
J‘K T UK }%{ bK
G| [ ooy
o
Feedbadk
L | =ectionwith |
i FIR filters )

Fig. 1. Proposed DF neural receiver: RNNs are employed in the feedforward section for MAI and
ISI rejection and FIR filters are used in the feedback section for cancelling associated interferers.

To describe the proposed neural DF system we use a state-space approach, where
the K x 1 vector xx(4) corresponds to the K states of the artificial neural network for
user k, the K x 1 vector u(7) to the channel K user symbols output observation vector
and the output of the DF neural MUD by, (4) is given by:

. , 1T
& (i) = [xi (i = 1) u” (3)] (10)
k(i) = (Wi (1)€k (1)) (11)
bi(i) = sgn(Dx (i) — £ (i)b(i)) (12)
where the matrix Wy (i) = [wy,1(i) ... Wy, ... Wy ] has dimension 2K x K
and whose K columns wy, ; (i), with j = 1, 2, ..., K have dimension K x 1 and

contain the coefficients of the RNN receiver for user k, D = [1 0... O] isthe 1 x K
matrix that defines the number of outputs of the network, (.) is the activation function
of theneuralnetworks the feedbacksmatrixf (k) = [f1(7) ... fx(¢)] is K x K and as
in the conventional MUD case is constrained to have zeros along the diagonal to avoid
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cancelling the desired symbols. Note that this type of interference cancellation provides
uniform performance over the user population. In particular, we have only one output
bi (1) per observation vector u(%), which corresponds to the one shot approach.

5 Adaptive Algorithms for the Neural DF Receiver

In order to derive an SG adaptive algorithm that minimizes the mean squared error (MSE)
for the proposed DF receiver structure, we consider the following cost function:

J(W(0), £:(3)) = Elef ()] = E[(br(i) — (Dx(i) - £ (1)b(7)))?] (13)

where ey, (i) = by (i) — (Dx(i) — £ (i)b(i)). A stochastic gradient algorithm can be
developed by computing the gradient terms with respect to wy, ;, 7 = 1,2,..., K, and
fi, and using their instantaneous values. Firstly, we consider the first partial derivative of
J (Wi (), £i.(4)) with respect to the parameter vector wy, ;(¢) with dimension 2K x 1,
which forms the matrix W:

aJ(\gx :ZJ)(;k (1) _ ( 8‘25:5’()2 ) ) ex(i)=-D (M) ex(i)=—DAy ;(i)er (i)
(14)

where the K x 2K matrix Ay (i) contains the partial derivatives of the state vector
x1(4) with respect to wy, ;(7). To obtain the expressions for the updating of the matrix
Ay, ;(7), we consider the update equations for the state vector x (%) given through (10)
and (11). Using the chain rule of calculus in (11), we obtain the following recursion that
describes the dynamics of the learning process of the neural receiver:

A i+ 1) = (D) (WEK (D) Ay () + Upy(0), = 1.2, K (15)

where the K x K matrix W15 denotes the submatrix of W, formed by the first K
rows of Wy, the K x K matrix ®(i) for user k has a diagonal structure where the
elements correspond to the partial derivative of the activation function (.) with respect
to the argument in w,:g ;(1)€,(7) as expressed by:

Py, (i) = diag (‘pl(wl{,l(i)&k(i))v co @ (Wi (D)E(0), - w'(W;ﬂK(i)Ek(’i))>

(16)
and the K x 2K matrix Uy, ;(¢) has all the rows with zero elements, except for the j-th
row that is equal to the vector &, (7)):

OT
Up,(i) = [ &@) |, j=12,....K (17)
OT

The update equation for the feedforward parameter vector wy, ; of the decision
feedback receiveris.obtained.via.astochastic,gradient optimisation that uses the expres-
sion obtained in (14) to update the parameters using the gradient rule wy, ;(i + 1) =
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wi (1) — un%%’“(m which yields the recursion for the neural section of the

receiver:
WkJ’ (Z + 1) = kaj (Z) + unDAk,j (z)ek(z) (18)

where p,, is the step size for the algorithm that adjusts the feedforward section of the
proposed MUD. To compute the update rule for the feedback parameter vector f}, of the
decision feedback receiver, we compute the gradient of J(W (2), f;(¢)) with respect to
fi, and obtain the following gradient-type recursion:

f.(i +1) = £ (i) — pren(i)b(i) (19)

where yi7 is the step size of the algorithm that updates the feedback section.

6 Simulation Experiments

In this section we assess the BER and the convergence performance of the adaptive
receivers. The DS-CDMA system employs Gold sequences of length N = 15. The carrier
frequency of the system was chosen to be 1900 MHz. It is assumed here that the channels
experienced by different users are statistically independent and identically distributed.
The channel coefficients for eachuser k (k = 1,. .., K) are hy, (i) = pi]ou,i (i), where
a1 (i) (0 = 0,1,...,L, — 1) is a complex Gaussian random sequence obtained by
passing complex white Gaussian noise through a filter with approximate transfer function
B/+v/1—(f/fa)?> where (3 is a normalization constant, f; = v/X is the maximum
Doppler shift, A is the wavelength of the carrier frequency, and v is the speed of the
mobile [9]. For each user, say user k, this procedure corresponds to the generation of L,,
independent sequences of correlated, unit power (E[|ay (7)|* = 1), Rayleigh random
variables and has a bandwidth of 4.84 MHz, which corresponds to the data rate of
312.2 kbps. The simulations assess and compare the BER performance of the DF and
linear receivers operating with the LMS, DF and non-DF neural MUDs operating with
the algorithms of Section V, the SUD and the single user bound (SU-Bound), which
corresponds to the SUD in a system with a single user (no MAI). Note that for the
neural receiver without DF we make f = 0 in the structure and algorithms of Sections
IV and V. The parameters of the algorithms are optimised for each situation and we
assume perfect power control in the DS-CDMA system. The activation function ¢(.)
for the neural receiver is the hyperbolic tangent (i.e. tanh(.)) in all simulations. The
receivers process 10% data symbols, averaged over 100 independent experiments in a
scenario where the mobile terminals move at 80km/h. The algorithms are adjusted with
200 training data symbols during the training period and then switch to decision directed
mode in all experiments. We remark that the BER performance shown in the results refers
to the average BER amongst the K users.

6.1 Flat Rayleigh Fading Channel Performance

The BER and the BER convergence performance of the receivers were evaluated in a flat
Rayleigh fading channel (Lp-=dspo=-d)-with additive white gaussian noise (AWGN).
The BER convergence performance of the MUDs is shown in Fig. 2, where the proposed
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Fig.2. BER convergence performance of the
receivers in a flat Rayleigh fading channel with
AWGN, E}, /Ny = 8dB and with K’ = 4 users.
The parameters of the algorithms are p,, =
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Fig. 4. BER performance versus Ej, /Ny for the
receivers in a flat Rayleigh fading channel with
AWGN and K = 3 users. The parameters of
the algorithms are p., = 0.005, u, = 0.005
and py = 0.0015.
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Fig. 7. BER performance versus E; /Ny for the
receivers in a two-path Rayleigh fading chan-
nel with AWGN and K = 3 users. The pa-
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s = 0.0025 and py = 0.0015.
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DF neural MUD achieves the best performance, followed by the neural receiver without
DF, the DF MUD with linear FIR filters, the linear receiver and the SUD. In Figs. 3 and
4 the BER performance versus the number of users (K) and versus E;, /Ny, respectively,
is illustrated. The results show that the novel DF neural MUD achieves the best BER
performance, outperforming the neural MUD, the DF MUD, the linear MUD and the
SUD.

6.2 Multipath Rayleigh Fading Channel Performance

The BER and the BER convergence performance of the receivers are now assessed in a
frequency selective Rayleigh fading channel with AWGN. The channel is modeled as a
two-path (L,, = 2) and the parameters are pgp = 0.895 and p; = 0.447 for each user. The
BER convergence performance is shown in Fig. 5, whereas the BER performance versus
the number of users (K) and versus Fj, /Ny is depicted in Figs. 6 and 7, respectively. The
results show that the new DF neural MUD has the best BER performance, outperforming
the neural MUD, the DF MUD, the linear MUD and the SUD.

7 Concluding Remarks

In this paper we proposed adaptive DF multiuser receivers for DS-CDMA systems using
recurrent neural networks. We developed SG adaptive algorithms for estimating the
parameters of the feedforward and feedback sections of the new receiver. A comparative
analysis through computer simulation experiments was carried out for evaluating the
BER performance of the proposed receiver and algorithms. The results have shown that
the novel DF neural MUD receiver outperforms the other analysed structures.
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Abstract. In this paper, we consider the use of filterbank based multi-
carrier modulation for VDSL transmission. We compare two filterbank
optimization criteria, i.e. the maximization of the time-frequency local-
ization and the minimization of the out-of-band energy and we show that
filterbank optimized according to the time-frequency criterion achieve
better rates and allow the use of reduced size equalizers.

1 Introduction

Filterbanks have been extensively considered in the last decade for multicarrier
communications [1,2] in a way to improve the frequency separation between
the subcarriers. Different kind of filters have been proposed [3,4]. Most of these
families of filters leave room for some optimization of the actual filters to be used.
The optimization may use different criteria (such as synchronization properties
or spectral selectivity for better narrowband interfererence rejection) but the
most usual objective is to increase the achievable bit rate. However a direct
optimization of the bit rate is not feasible, and would be channel dependent.
So classically the filters are optimized according to a simple criterion like the
out-of-band energy, which is supposed to provide interesting features for various
system aspects [5].

In this contribution, we compare two possible criteria of filter optimization
and analyze how the achievable bit rate and the required receiver complexity are
influenced by the choice of this criterion. The family of filters considered here is
limited to the cosine modulated orthogonal filters [6], and their performance are
compared in a VDSL (very high bit rate digital subscriber lines) environment.
The receiver is a SIMO (single input multiple output) equalizer [5,7]. Within
these specifications, it is shown that the time-frequency localization criterion
provides better results than the minimum out-of-band energy criterion. The
improvement is,observed.bothyonthe achievable bit rate and on the reduction
of the required equalization complexity.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 142-149, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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2 Filterbank Based Multicarrier Modulation for VDSL
Transmission

We denote by I,(m) the symbols of the N; parallel input data streams with
baud rate 1/N;T. These N; symbol streams enter synthesis filters with impulse
responses denoted by g,(n). These filterbank output samples are shaped by the
transmitter filter with impulse response p(t) and sent over the channel with
impulse response c(t) at the rate 1/T. The signal is corrupted by an additive
white Gaussian noise (AWGN) denoted n(t). After the receiver band-limiting
filter f(t), the received signal is sampled at the rate M /T (M stands for a possible
fractionally spaced processing). We denote by h(t) = p(t) * c(t) * f(t) (where x
stands for convolution) the overall channel impulse response. The discrete-time
transmitted signal s(n) is given by

N;—1 ')

s =Y hmlgpsealny —mNT +e) £ ng(nT/M +¢) (1)

p=0 m=-—oc0

where n(t) is the AWGN filtered by f(t), gp,s.eq(t) are the waveforms resulting
from the cascade of the band-specific synthesis filters g,(n) and h(t), i. e.

oo

Ip.f.eq(t) = Z 9p(n) h(t —nT). (2)

n=—oo

The receiver structure for which timing errors are investigated has been pro-
posed in [7]. It is a single input multiple output (SIMO) fractionally spaced
linear equalizer (FSLE) possibly modified into a SIMO fractionally spaced de-
cision feedback (FSDF) equalizer. The SIMO equalizer computes estimates of
symbols transmitted over the different branches. For band p’, this estimate is
computed by

Ko
Lym')= 3" (o) sm! N — ) (3)

n'=—K;

where ¢,/ (n) denotes the impulse response of the p’th branch of the SIMO equal-
izer, and it is assumed that each impulse response is made of K7 + Ko + 1 taps.
The computations were achieved in a VDSL (very high speed digital subscriber
lines) context which means high bit rate applications on copper lines. ANSI doc-
ument [8] specifies the line models and the noise environment to be used for
performance evaluation of modulation schemes. In this paper, we focus on the
VDSL1 line model, with a 24-gauge loop of 1.0 km. The used bandwidth is as-
sumed to be 10 MHz (starting around 375 kHz). According to standard specifica-
tionsythe transmit.powerspectral,density (PSD) is constrained to be lower than
-60 dBm/Hz. The additive white noise has a constant PSD of —140 dBm/Hz.
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Fig. 1. Orthogonal prototype filters maximizing the time-frequency localization (solid
line, £ = 0.91, J = 3.8 x 1072) and minimizing the out-of-band energy (dashed line,
£=0.55J=19x 1072) , for Ny = 32 carriers and L = 64 coefficients.
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Fig. 2. Orthogonal prototype filter maximizing the time-frequency localization (solid
line, £ = 0.97, J = 1.6 x 10™2), and minimizing the out-of-band energy (dashed line,
€=0.81, J=2.0x107%), for N; = 32 carriers and L = 128 coefficients.

3 Design Criteria and Filter Examples

The most common criterion for the design of prototype filters is the minimization
of the out-of-band energy [6], [9]. More recently, it was also noticed that the
maximization of the time-frequency localization could be an adequate criterion in
the case of multicarrier transmission through time-frequency dispersive channels,
as for instance the wireless mobile channel [10,11,12]. In this paper, both criteria
are applied to a family of orthogonal filters! and the results obtained by using
the corresponding filters are compared. The filterbank considered here is the set
of cosine modulated filterbanks [6]. They are based on a prototype filter p(n) of
length L = 2mN, for some parameter m. The filters are then derived from that
prototype and have the same length.

! It is usual [9)storimposesthesorthogonality, property in such systems although it can
be shown that only biorthogonality is required [13,14].
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Fig. 3. Influence of the optimization criterion and of the filter length (Ny =32, m =1
and m = 2). The solid line is for the time-frequency criterion with short filters (m = 1),
dash-dotted line for the out-of-band energy criterion with m = 1, small-dotted line for
the rectangular prototype (m = 1), big-dotted line for the time-frequency criterion with
long filters m = 2, and dashed line for the out-of-band energy criterion with m = 2.

3.1 Minimization of the Out-of-Band Energy

The out-of-band energy can be expressed as a function of the prototype filter p

J(p) = % with E(z) = / C P72 2w, (4)

where f, is the cutoff frequency, v is the normalized frequency and 0 < J(p) <
1. It is worthwhile noting that, as mentioned in [15], and due to the power
complementarity property of the orthogonal filterbank, the minimization of J(p),
also guarantee that |P(e72™ )| is nearly constant in its passband, i.e. in the range
of frequency v € [0, fc]. In the case of a filterbank based multicarrier VDSL
system, we use f. = N%’ which represents the double of the band that would be
allocated if the filters were perfectly separated in frequency. This large cuttoff
frequency is used to allow a slow decrease of the frequency response and hence
make it possible to get a good out-of-band rejection.

3.2 Maximization of the Time-Frequency Localization

ol Lalu Zyl_i.lbl

for discrete-time signal can be directly
r continuous-time signals of the second
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Fig. 4. Influence of the number of carriers (m = 1 and time-frequency criterion). The
16 subcarriers, dashed line for N; = 32 and dash-dotted line for

solid line is for N
N = 64.

order time and frequency moments. Here we do not explicitly refer to continuous-
time functions, we prefer to use a localization measure specifically dedicated to

discrete-time signals [17]. Let  be a discrete-time real-valued signal, with a norm
1
b a? [k]) * . Following Doroslovacki [17],

denoted ||.||, defined by |x| = (
the gravity center in time is defined by

+oo 2
X (o= 1/2) (alk] + lk = 1))

T(ZL‘) B +o0
> (afk] +alk — 1)

k=—o00

and the second order moments in frequency and in time are defined by

1
Ms(z) = =2 > (wlk] = alk —1])%,
k=—o00

and
- (6)
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respectively. Then, the time-frequency localization measure of the prototype
filter p can be defined as

1
= - 7
@) 4ma (p) M2 (p) ™

Similarly to [10], the normalization used here implies that 0 < £(p) < 1,&(p) =1
being the optimum.

3.3 Filter Examples

Using the optimization procedure described in [18], a large variety of filters sat-
isfying the orthogonality property can be designed with a nearly optimal time-
frequency localization or out-of-band energy. When using a filterbank based mul-
ticarrier modulation, a small number of carriers is acceptable (cf. [5]) contrary
to wireless applications like DVB-T (Digital Video Broadcasting - Terrestrial)
for example. That is why we have restricted our simulations to a maximum of
64 carriers. Figures 1 and 2 give the time and frequency responses of optimized
prototype filters for Ny = 32 carriers and L = 64 coefficients, and L = 128, re-
spectively. It is worthwhile noting that prototypes obtained for a different num-
ber of carriers (e.g. 16 or 64) have very similar time and frequency responses.
In order to emphasize the frequency response around the center of the band,
we have restricted ourself to 0 < v < N%. One can notice that time-frequency
optimized filters seem to have a smallest out-of-band energy than frequency op-
timized ones. But it is not the case in fact because frequency-optimized filters
better match the allocated band: they have a smaller cut-off frequency even if
the decrease is slower afterwards.

4 Simulation Results

The performance of the filters presented above are now compared in a VDSL
environment. The setup can be found in [7]. The performance measure is the
achievable bit rate of the system as a function of the equalizer length. Fig. 3 shows
the achievable bit rates with filters designed with the two criteria, for m = 1
and m = 2. They are also compared with a simple rectangular prototype. This
figure clearly shows the improvement brought by the time-frequency criterion.
The achievable bit rate is higher whatever the complexity used in the equalizer.

This figure also shows the influence of the length of the prototype on the
system. The achievable bit rate at very long equalizers gets higher with long
prototypes (and thus long filters) but the minimal equalizer length necessary
to obtain an acceptable result is much higher. Besides, for reasonable equalizer
lengths, the shorter filters provide much better results. Hence it appears that
the use of long filters is practically never a good choice, except perhaps for
systems aiming atzveryhigh-performance and not restricted in complexity. Note
that, for this family of filters, it is not possible to get a smaller length than
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L =2N; (m = 1). Fig. 4 shows the effect of changing the number of carriers in
the system. Again, the criterion used here is the time-frequency criterion, and
the filters are of length L = 2N; (m = 1). Similarly to the effect of the filter
length, it appears that larger number of carriers can reach higher performance
at very high complexity, but the smaller number of carriers is usually better at
reasonable equalizer lengths.

5 Conclusion

Two criteria of optimization have been compared for the choice of filters in multi-
carrier modulation in a VDSL environment. It has been shown that the criterion
based on the time-frequency localization provides better results than the out-of-
band energy criterion (frequency localization) in every analyzed situation. Other
important aspects in the design of the system have also been analyzed such as
the number of carriers and the length of the filters.
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Abstract. Several code-aided algorithms for phase estimation have re-
cently been proposed. While some of them are ad-hoc, others are derived
in a systematic way. The latter can be divided into two different classes:
phase estimators derived from the expectation-maximization (EM) prin-
ciple and estimators that are approximations of the sum-product message
passing algorithm. In this paper, the main differences and similarities be-
tween these two classes of phase estimation algorithms are outlined and
their performance and complexity is compared. Furthermore, an alterna-
tive criterion for phase ambiguity resolution is presented and compared
to an EM based approach proposed earlier.

1 Introduction

This paper deals with iterative code-aided algorithms for phase estimation and
phase ambiguity resolution in a communications receiver. Coded channel input
symbols are transmitted in frames of L symbols. We consider a channel model
of the form

Vi = X3el® + Ny, (1)

where X}, is the coded channel input symbol at time k € {1,...,L}, Y} is the
corresponding received symbol, © is the unknown (constant) phase, and Ny is
white complex Gaussian noise with (known) variance 20%;, i.e., 04 per dimen-
sion. For the sake of definiteness, we assume that the channel input symbols X},
are M-PSK symbols and are protected by a low-density parity check (LDPC)
code. It is convenient to break © into two contributions:

9:@+Q%T 2)

Withe 00 Do < 270/ M aindn @€ O5may M — 1}, Accordingly, the problem of
estimating © can be decomposed in two subproblems: the problem of estimating
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@, referred to as “phase estimation”, and the problem of determining @, which
is called “phase ambiguity resolution”.

Several turbo-synchronization algorithms have recently appeared that deal
with constant phase rotations [1]-[5]. In [1], phase estimators are derived from
the expectation-maximization (EM) principle. In [2], [3] and [4], phase estimation
algorithms are presented that are approximations of the sum-product message
passing algorithm applied to factor graphs of the channel model. An EM based
algorithm for phase ambiguity resolution is proposed in [5].

In this paper, we compare the sum-product based phase estimators of [3] to
the EM based phase estimator [1]. To this end, we formulate also the EM based
estimator as a message passing algorithm. We refer to [6] for a classical exposition
of the EM algorithm. We then compare the EM based phase estimator to several
sum-product based algorithms in terms of performance and complexity. We also
propose an alternative criterion for phase ambiguity resolution and compare it
to the one proposed by Wymeersch et al. [5].

This paper is structured as follows. In Section 2, we briefly explain the factor
graph we use to represent channel (1). In Section 3, we review both types of
phase estimators and elaborate on the main differences between them. Section 4
considers the problem of phase ambiguity resolution. In Section 5, we investigate
the computational complexity of the various estimation algorithms. In Section 6,
we present simulation results.

2 Factor Graphs of the Channel Model

We use Forney-style factor graphs (FFG), where nodes (boxes) represent factors
and edges represent variables. A tutorial introduction to such graphs is given
in [7]. The system described in Section 1 is easily translated into the FFG of
Fig. 1, which represents the factorization of the joint probability function of all
variables. The upper part of the graph is the indicator function of the LDPC
code, with parity check nodes in the top row that are “randomly” connected
to equality constraint nodes (“bit nodes”). The nodes below the bit nodes rep-

resent the deterministic mapping f : (B,(Cl), . .7B}E:10g2 M)) — Xy of the bits

B,(Cl), o B,ilog? M) {6 the symbol X}. These nodes correspond to the factors
£ 7 (B0, 005 —
(5f (bg)7~-~,bl(€10g2M),$k;) A 1, lff(bk ""’bk Tk (3)
0, otherwise.

In Fig. 1, the variable S is defined as S £ ¢9©. The equality constraint node
imposes the constraint Sy = S, Vk. Furthermore, Z is defined as Zj, 2 XuSy.
The row of “multiply nodes” represents the factors §(zx — xsk). The bottom

row of the graph represents the factors p(yx|z;) = (2mo2,) =t e llvs—2xll*/20%
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Fig.1. FFG of LDPC code and the channel model

3 Phase Estimation Through Message Passing

Both in the sum-product based algorithms and in the EM based algorithm (which
we will also view as message passing in the factor graph), the messages are
updated according to the following schedule. First, the bottom row in Fig. 1 is
updated, i.e., messages are sent from the received symbols Y}, towards the phase
model. Then, one alternates between

1. An update of the messages along the Sj edges, which can be scheduled as a
horizontal (left-to-right) sweep.

2. A subsequent horizontal (left-to-right) sweep for updating both the messages
U=, (Xk) out of the multiply nodes along the X edges and the messages
Kf—b, (Bi) out of the mapper nodes along the By, edges.

3. Several iterations of the LDPC decoder.

In both algorithms, the messages out of the mapper nodes and inside the graph
of the LDPC code are computed according to the standard sum-product rule [7];
we will therefore only consider the computation of the messages related to the
phase O. First, we briefly elaborate on how the messages are computed according
to the sum-product rule, then we consider the EM rule.

Straightforward application of the sum-product rule to compute the mes-
sages along the Sy edges leads to (intractable) integrals. Several methods to
approximate these integral (or, equivalently, to represent the messages along the
Sk edges) are proposed in [3] and [4]: numerical integration, particle methods,
canonical distributions (Fourier, Gaussian and Tikhonov) and gradient methods
(“steepest descent”); each of these methods leads to a different phase estimator.

The, EM based.phasesestimator,of /1] may be viewed as a message passing
algorithm that is similar to the steepest descent sum-product based estimator.
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Fig. 2. FER of several phase estimators

In both algorithms, the message pg, [z (sk) is represented by an estimate S,
In the EM based phase estimator, this estimate is computed according to the
rule [1]:

= arg maxz (Z 1,55 (@) pE—x; (2)108 11, L[5 (w8)> )
The rule (4) is similar to the sum-product rule [3]

S = arglsmaleog (Z x5 (@) iz, -H (IS)) : (5)

Note the difference in the position of the logarithm. In addition, the update
rule (4) involves both the incoming messages (x, [z () and the outgoing mes-
sages [i[x]—x, (7); in the expression (5), only the incoming messages px, [ (7)
occur. In this particular case, the EM rule can be evaluated analytically [1].
In more complicated problems, this is not the case. One then typically uses
steepest descent to compute a hard estimate. In this case, the similarity be-
tween EM based and steepest descent sum-product based synchronizers is even
stronger.

4 Phase Ambiguity Resolution

The algorithms presented in the previous section make estimates of ¢ (see
Eq. (2)); they are not able to resolve the phase ambiguity, i.e., to detect Q.
We determlne Q by hypothesm testlng For each possible value of Q, we apply

ol Lalu Zyl_ﬂbl

section. We restrict the domain of the
/M, (Q +1)2w/M)}. We subsequently
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select the most likely hypothesis. Wymeersch et al. [5] derived the following EM
rule for selecting Q:

Q = argmax (Z px, 3 (@) o, (@) 08 1z, <x§k<q>>) . ©

where §x(q) is the estimate of Sy under hypothesis Q. The rule (6) is an approx-
imation of the MAP detector

Q = arg maxlogz / p(x,y, 9, q)d. (7
q < /o
We propose as alternative approximation
Q = argmax 3 log 3 px, L (@) x, (). (8)
q [ x

If the messages 5, [x](sx) are represented as single values, then the rule (8)
reduces to

Q= arg;naleogZux,ﬁ(l‘)uzﬁ (z31(a)) , (9)

which is very similar to the expression (6). One observes the same differences and
similarities between the expressions (6) and (9) as between the expressions (5)
and (4). The criterion (8) is more general than (6): the phase messages need not
to be represented as single values.

5 Computational Complexity

The computational complexity of the phase estimators is directly related to
the way the phase messages are represented. Both in the EM algorithm and in
the steepest descent sum-product algorithm, the phase messages are single real
numbers. As a consequence, the complexity of both algorithms is similar and very
low. The complexity of the approach based on numerical integration and particle
filtering is much larger: it is proportional to the number of quantization levels
and particles respectively, which is typically choosen between 100 and 1000. It is
well known that numerical integration becomes infeasable in higher dimensions.
Particle filtering on the other hand scales much better with the dimension of the
system.

6 Simulation Results and Discussion

We performed simulations of the sum-product based as well as the EM based
algorithms for joint phase estimation and phase ambiguity resolution. We used
a-fixed-rate-1/2.LDPC code-of length-100 that was randomly generated; we did
not optimize the code for the channel at hand. The symbol constellation was
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Gray-encoded 4-PSK. We iterated three times between the LDPC decoder and
the phase estimator, each time with hundred iterations inside the LDPC decoder.
We did not iterate between the LDPC decoder and the mapper. In the particle
filtering (sum-product based) algorithm, the messages were represented as lists
of 100 samples; in the numerical integration (sum-product based) algorithm, the
phase is uniformly quantized over 100 levels.

Fig. 2 presents the FER (frame error rate) of the presented algorithms for
joint phase estimation and ambiguity resolution. We include the FER for perfect
synchronization, i.e., for the case in which the phase @ is known. Moreover,
we show the FER resulting from the M-law phase estimator assuming perfect
phase ambiguity resolution. We observe that the M-law estimator gives rise to a
degradation of up to 0.5 dB compared to perfect synchronization. Both the EM
estimator as well as the sum-product based estimators are able to reduce most of
this degradation. The particle filtering and numerical integration (sum-product
based) estimators have slightly lower FER than the EM algorithm and steepest
descent sum-product based algorithm, but their complexity is higher.

Acknowledgements. We heavily used the collection of C programs for LDPC
codes by Radford M. Neal from

http://www.cs.toronto.edu/ radford/ldpc.software.html.

This project was in part supported by the Swiss National Science Foundation
grant 200021-101955 and the Interuniversity Attraction Pole Program P5/11 -
Belgian Science Policy.

References

1. N. Noels et al., “Turbo synchronization : an EM algorithm interpretation”, Interna-
tional Conference on Communications 2003, Anchorage, Alaska, May 11-15, 2003,
pp. 2933-2937.

2. R. Nuriyev and A. Anastasopoulos, “Analysis of joint iterative decoding and phase
estimation for the noncoherent AWGN channel, using density evolution,” Proc. 2002
IEEE Information Theory Workshop, Lausanne, Switzerland, June 30 — July 5, 2002,
p- 168.

3. J. Dauwels and H. -A. Loeliger, “Phase Estimation by Message Passing,” IFEE
International Conference on Communications, ICC 2004, Paris, France, June 20—
24, 2004, to appear.

4. G. Colavolpe and G. Caire, “Iterative Decoding in the Presence of Strong Phase
Noise,” IEEE Journal on Selected Areas in Communications, Differential and Non-
coherent Wireless Communications, to appear.

5. H. Wymeersch and M. Moeneclaey, “Code-aided phase and timing ambiguity res-
olution for AWGN channels”, The IASTED International Conference, Signal and
Image Processing (SIP-03), Honolulu, Hawaii, Aug. 2003.

6. A. P. Dempster, N. M. Laird and D. B. Rubin, “Maximum likelihood from incom-
plete data via the EM algorithm,” Journal of the Royal Statistical Society, 39(1):1-
38, 1977, Series B.

7. H. -A. Loeliger, “An introduction to factor graphs,” IEEE Signal Processing Mag-
azine, Jan. 2004, pp. 28-41.



An Expurgated Union Bound for Space-Time
Code Systems

Vu-Duc Ngo, Hae-Wook Choi, and Sin-Chong Park

Systems VLSI Lab Laboratory, SITI Research Center, School of Engineering
Information Communication University (ICU)
Yusong P.O. Box 77, Taejon 305-714, Korea
{duc75,hwchoi,scpark}@icu.ac.kr

Abstract. The performance of multiple-input-multiple-output (MIMO)
systems over flat fading channels by calculating the Union Bound (UB)
was analyzed. Based on the original idea of Verdu’s theorem, a new
tighter UB by excluding the redundant code-matrices is introduced. The
new tighter bound is calculated by the summation of the Pairwise Error
Probabilities (PEPs) of code-matrices that belong to an irreducible set.

1 Introduction

The increasing requirement for faster and more reliable wireless communica-
tion links has brought systems with multiple antennas at the transmitter and
the receiver, these systems are so called multiple-input multiple-output (MIMO)
systems, to be considered ([1],[2]). Several papers analyze the performance of
MIMO systems with different type of designs such as BLAST [1] and coded
space time systems ([4], [6]). The Union Bound with simplified form is the popu-
lar method that we can use to theoretically evaluate the performance of MIMO
systems but it shows the useless results for the low Eb/No . In this paper, we
derive new tight bound for MIMO systems [1] over flat fading channels based on
Verdu’s theorem [3], this theorem introduces how to refine the Union Bound by
excluding the redundant terms then makes it tighter. Our proposed bound can
be archived with less complexity of computation in comparison with the conven-
tional Union Bound due to the computations are done over the irreducible set
that is the subset of the codebook. The paper is organized as follows: in Section
2, we study ML detection criteria for MIMO channels and analyze the perfor-
mance of MIMO systems over the flat fading channels, adhering to Bieliegi in [4].
In Section 3 we introduce the way to tighten the Union Bound for MIMO sys-
tems based on Verdu’s theorem [3]. Our summary and conclusions are presented
in section 4.

2 ML Detection and Union Bound

2.1 ML Detection

Consider a-MIMO. systemhas Mz transmitting and M, receiving antennas,
respectively. Assume that a space-time system, adhering to [1], is used. The

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 156-162, 2004.
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yy

Fig. 1. Channel model.

transmitted signal with a block length N is represented as [xi, ..., Xy]|, where

X; = [m%, - xf\/[t]T, and transmitted over the flat fading channel as the model

shown by Fig. 1. The received signal is expressed as the matrix Y, «n

[ Es
Y, xn = i Har v, Xarox N + Enrx v
¢

h1,1 hl’j\/[t
Es

= 7 Do (x1...xy)+ (e1...ex), (1)

hMr’l PN hMraMt

where Ep «n = [e1, ..., en] is the matrix of zero-mean complex Gaussian ran-
dom variables with zero mean and independent real and imaginary parts that
having the same variance Ny /2 (i.e., circular Gaussian noise). The channel is de-
fined as the matrix E s, « a7, whose entries h;; are independent complex Gaussian
variables, and E denotes the transmitted symbol energy. Under the assumption
of the Channel State Information (CSI) is perfectly known to the receiver, and of
AWGN, the ML detection scheme is applied, the decoded code-matrice is chosen

to meet lhe following criteria
Y — “ ° H X 2
)
‘ M, xN A[t M, X My MtXNH ( )

where we define the square of Frobenius norm of a matrix A,,«, with the ele-
ments a;j as

Xy, xN = arg min
XMyx N

N izn: jasl? = Tr(AAT) = Tr(A7A). 3)

i=1j=1

Suppose that X) and X)

oLl Zyl_i}sl

are the transmitted and decoded code-

oding decision in favor of Xg\?th #
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X ) is made if only if

’YM N — ,/ HX(AthN ‘YM N — ,/ HXMth (4)

Let us define X = X%[)tx N — Xg\?tx n after some steps of manipulation, the
inequality (4) is equivalent to

FE, _— D —
2Re{EH,/—SHx} < _ZopgxxH, 5
Y v (5)

Moreover, on the other hand we can easily obtain the mean and variance values
of the left hand side of the inequality (5) as follows

e[2Re{E" \/EHXH =0 “

Var[QRe{EH,/ HXH — 2N, £ HXX 'H.

It follows that 2Re{EH f/ﬁ HX} is a Gaussian random variable as

2Re{EH \/%Hi} - N(o, 2NO%HﬁHHH), (7)

and hence, by simplified XE\‘ZX N = x (@) (a is an arbitrary index), the pairwise
error probability (PEP) with respect to the case of fixed channel H can be
calculated by

) . 2
P(X(i) . X(J'>|H> _ Q(J % H(X! ;J;OX(]))HF) ®)

When the channel H is regarded as random channel, the probability of incorrect
decision [4] (taken as the average over H) can be bounded as follows

P(X<i>—>x<ﬂ‘>|H)=eHlQ< i )]
t 0

1

(9)

M,
ldet(] + ol X H HX)] '

ol LN zyl_l}sl

ality (9), during manipulation we apply
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2.2 Union Bound

Let us define the codebook that contains all valid code-matrices as the set
{()|X(i) € 2} for any i, 0 < i < 2| — 1, where |2| presents the cardinality
of the codebook. Assuming that all code-matrices are equally likely to be trans-
mitted over the fixed channel H, the total error probability can be obtained via
the Union Bound and then upper bounded as

Pl)= > P(X“) - X<J'>|H)

x () x () eQ;i#j

S V|

(4) ) )
x (i EQX(”E{Q\{X“)}}

In the equations (9) and (10), we have the term HHKHF standing for Euclidean
distance between two code-matrices, and also can derive the average error prob-
ability of a MIMO system over the random channel in favor of Union Bound as
follows

2

HXH
E P le ), (10)
M, 2N,

Ple) < ey

ﬁ 3 3 P(x“) - X(j)> |H]

B
x Equ)g{m{x(i)}}

DD

@ .
HEE xu)e{m{x(z)}

1 M
. (1)
]

} [det([+ nes-X'HPHX

Let consider the all zero code-matrice X" = [0] a1, x v as the transmitted code-
matrice, the Union Bounds in inequalities (10) and (11) can be simplified as
following equations in terms of fixed and random channels, respectively

Ple)< > Q (12)
x()e2;j#0
and
1 Mr
Ple)< > [ o . ] SEENGE)
x () €250 det(I+ 4J£SNO (X(J)) HHHX(J))

From the inequality (13) we clearly see that the performance of MIMO systems
in terms of error probability critically is depended on the number of received
antenna which is regarded as diversity order. We also observe that the error
probability of MIMO systems is closely related to the Euclidean distance be-
tween each pair of transmitted and received code-matrices. Equations (12) and
(13) show that if the transmitted code-matrice is all zero matrix then the error
performance depends on the distance.spectrum of code-matrices belonging to
codebook when CSI is known perfectly to the receiver.
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3 Tighten Union Bound by Applying Verdu’s Theorem

3.1 Generalization Verdu’s Theorem for MIMO Systems

In the inequalities (12) and (13), the Union Bound are bounded by using the sum
of the probabilities of all the individual error events instead of a union of all the
probability of error events. If one of the pairwise error region (PER) caused by

. 2
the decoded code-matrice, let say X = {X(j) € (HYMTXN — 4 /%HX(” ||F <

2
HY — 4/ %HX(O) HF) }, is included in the union of some of the remaining PERs

then it can be excluded out of the union or the sum in the right hand side of
the inequalities (12) and (13). Therefore, in principle, we can exclude all the
terms that do not correspond to the hyperplanes that form the faces of the
Voronoi region of the transmitted all zero code-matrice. The method toward the
elimination of these terms - let say the redundant terms - out of the Union Bound
was derived by Verdu [3] in the case of binary antipodal transmission over the
IST Gaussian channel. A generalization of the Verdu’s theorem for coding theory
was presented by Biglieri et al. [5], it shows a sufficient condition for excluding
a redundant PEP out of the Union Bound. By applying a similar manner as
in [5], we propose the method to exclude all the redundant code-matrices out
of the codebook to form the irreducible set for calculating the tightened Union
Bound of MIMO systems. Given codebook 2 = {X(O), ...,X(mlfl)} of all the
valid code-matrices that can be the outputs of MIMO systems, then there exists
the irreducible set which belongs to 2 denoted by x = {x",...,x?"1};x € £,
where p denotes the size of this set and any X*) ¢ 2 that satisfies the conditions

X(:) ¢ x 1 ‘ |
X® — x(©0) 4 a; E?:o (x©) — X, a;j=0,1; xU ey (14)
X© : transmitted code-matrice (all zero code-matrice)

or any code-matrice X*) can be represented as the sum of some elements of y , all
the elements of x can not be decomposed further. Then the PEP P (X(i) — XU ))
can be expurgated out of the Union Bound defined in inequalities (12) and (13),
respectively.

3.2 Tightened Union Bound for MIMO Systems

Consequently, the code-matrices of the codebook except the cardinality of the ir-
reducible set will be excluded. Simply put, the Union Bound in cases of fixed and
random channels in the inequalities (12) and (13) can be tightened respectively
as follows

H(0) — x|
Ple) < Z P(X(j)_>x(0)|H>: Z Q< %St (X - )HF>

X(J)EX X(j)eX
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MIMO channel Error Performance (N=2;Mr=2;Mt=2;BPSK)
T T T

=6~ Tightened Union Bound
L. =&~ Union Bound
=~ Simulation result

SER

Eb/NO

Fig. 2. Simulation result and analytical bounds.

2 2
-1
B L P i R +Q &M (15)
M, 2Ny ’

o

1 M
Ple) < l : ; ] :
Xéx det (T + g (x@) THTHY W)
It is easy to realize the above bounds yield the tighter approximation in com-
parison with the conventional Union Bound in the inequalities (12) and (13),
respectively. To demonstrate this conclusion, we show the simulation results of
MIMO systems (N = 2, M, = 2, M; = 2 and BPSK modulation scheme) and the
Tightened Union Bound (as inequality (16)) as well as the conventional Union
Bound (Union Bound is approximately calculated by the exponential function
of inequality (13)) for random channel on Fig. 1. It is clear that the Tightened
Union Bound is tighter than the Union Bound. In the area of Ej/Ny greater
than 15dB, the new tighter bound is better than the simulation results due to
using of exponential function (as the Chernoff bound)

and

(16)

4 Conclusions

In this paper we studied the BER performance of MIMO systems over the flat
fading channels using Union Bound. We also derived the error probabilities of
MIMO systems based on ML criteria for both cases of fixed and random MIMO
channels. The significant step is that we base on the theorem derived by Verdu
(3 ] and the 1rredu01ble set of MIMO code-matrices to calculate the new tighter

Ol Ll ‘”I—lLI

an Union Bound but also simpler in




162 V.-D. Ngo, H.-W. Choi, and S.-C. Park

References

1.

2.

G. Foschini, ” Layered space-time architecture for wireless communications in a fad-
ing environment when using multiple antennas”, Bell Labs Tech. J., 41-59, 1996.
G. Foschini and M. Gans, ”On limits of wireless communications in a fading en-
vironment when using multiple antennas”, Wireless Pers. Comm., 6(3), 311-335,
March 1998.

S. Verdu, "Maximum likelihood sequence detection for intersymbol interference
channel : A new upper bound on error probability,” IEEE Trans. Inform. Theory,
vol. IT-33, no. 1, pp. 62-68, January. 1987.

E. Biglieri et al., ”Performance of space-time codes for a large number of antennas”,
IEEE Trans. on Information Theory, vol. 48, no. 7, pp. 1794 - 1803, July 2002.

. E. Biglieri, G. Caire, and G. Taricco, ” Expurgating the union bound to error prob-

ability: A generalizeation of the Verdu-Shields theorem”. ISIT 97, Ulm, Germany,
p. 373, June 1997

. V. Tarokh et al., ”Space-time block coding for wireless communications: Perfor-

mance results 7, IEEE J. Sel. Areas Comm, vol. 17, no. 5, pp. 451-460, March.
1999.

. A. Paulraj et al., " Introduction to Space-time wireless communications”, Cambridge

University Press 2003




Achieving Channel Capacity with Low
Complexity RS-BTC Using QPSK over AWGN
Channel

Rong Zhou, Annie Picart, Ramesh Pyndiah, and André Goalic

GET-ENST de Bretagne, Département SC, TAMCIC (CNRS-FRE 2658),
Technopole de Brest Iroise, CS 83818 - 29238 Brest Cedex, France
rong.zhou@enst-bretagne.fr

Abstract. High code rate Block Turbo Codes (BTC) using Bose-
Chaudhuri-Hocquenghem (BCH) codes have already demonstrated near
Shannon performances for Quadrature Phase-Shift Keying (QPSK) over
Additive White Gaussian Noise (AWGN) channel. We show here that
reliable transmission can be achieved at less than 1 dB from Shannon
limit with very low complexity Reed-Solomon (RS) BTC under the
same transmission condition. This is due to a proper choice of RS
component codes used to construct RS product codes. Furthermore the
size of the coded blocks required for RS-BTC to achieve a given code
rate is much smaller than for BCH-BTC which is very attractive for
practical considerations.

1 Introduction

The introduction of Convolutional Turbo Codes (CTC) in 1993 [1] has consider-
ably modified our approach to channel coding in the last ten years. The general
concept of iterative Soft-Input-Soft-Output (SISO) decoding has been extended
to Block Turbo Codes (BTC) [2] and also to Low Density Parity Check (LDPC)
[3] codes. BTC are very efficient for high code rate (R>0.7) applications. BTC
using concatenated Bose-Chaudhuri-Hocquenghem (BCH) codes can achieve re-
liable transmission using Quadrature Phase-Shift Keying (QPSK) over AWGN
channel at less than 1 dB from Shannon limit with very high decoding speed
and reasonable decoding complexity [4]. The main limitation for BCH-BTC is
that very large coded blocks (>65,000 bits) are required to achieve high code
rates (R>0.9).

Our motivation here was to investigate the performance of non-binary BTC.
The most widely used non-binary code is Reed-Solomon (RS) code which has
Maximum Distance Seperable (MDS) property. RS-BTC has already been in-
vestigated with QPSK modulation over AWGN channel in [5] and the results
were declared not as good as BCH-BTC with respect to Shannon limit. After a
theoretical analysisswe give here aproper choice of RS component codes used
to construct RS product codes. The so constructed RS-BTC can achieve near
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Shannon performances with QPSK modulation over AWGN channel using a very
low complexity turbo decoder. In addition, the block size is almost three times
smaller than BCH-BTC of similar high code rate.

The paper is organized as follows. In Section II we recall the basic concepts
of RS product code and turbo decoding. Section III is dedicated to a theoretical
performance analysis of product codes based on different BCH and RS compo-
nent codes. Different RS Product codes are simulated in Section IV to verify the
theoretical conclusion in Section III. After taking the simulation results into ac-
count, a good trade-off between complexity and performance is obtained. Section
V draws some general conclusions and presents some future work on RS-BTC.

2 TIterative Decoding of RS-BTC

The concept of product code introduced by P. Elias [6] is a simple and efficient
method to construct powerful codes. Product codes are obtained by means of
serial concatenation of two (or more) linear block codes e! having parameters
(n1, k1, 01) and e? having parameters (ng, kg, d2). n;, k; and §; (i=1,2) stand
respectively for code length, code dimension and Minimum Hamming Distance
(MHD) of each component code. The parameters of the constructed product
code P are given by n =mny X ng, k = k1 X ko, § = d1 X d2. The code rate of P
is R = Ry X Ry where R; (i = 1,2) is the code rate of its component code. It is
shown [7] that all ny rows of the product code are code words of e? just as all
ng columns are code words of e! by construction.

RS codes are a subclass of non-binary BCH codes. RS(n, k, d) is a Maximum
Distance Seperable (MDS) code which has the highest code rate for a given er-
ror correcting capability ¢ and code length n. RS product codes are constructed
from ki X ko @Q-ary information symbols (k1 X ko x ¢ data bits) where @ = 27.
Serial concatenation is realised by coding Q-ary symbols along rows and columns
successively. Our RS product code P is constructed by using two identical com-
ponent codes e! = e? = RS(n, k,d). Each element of the Galois Field GF(Q) can
be represented by ¢ bits with the help of the Galois field generator polynomial
[8]. Thus the so constructed RS product code can be described by a matrix [E]
having n rows and n X ¢ columns after a Q-ary to binary decomposition, as
shown in Fig. 1.

The transmission with QPSK modulation over AWGN channel can be re-
garded as the superposition of two independent Binary Phase-Shift Keying
(BPSK) applied respectively on the in-phase and orthogonal carrier. Each bit of
the RS product code matrix [E] is associated with a binary symbol according to
the mapping rule (0 — > -1, 1 — > +1 ). At channel output, the bit level Log
Likelihood Ratio (LLR) is computed and fed to the following turbo decoder.

The turbo decoder is made up of several cascaded Soft-Input-Soft-Output
(SISO) decoders. Each SISO decoder is used for decoding rows and columns of
the received matrix [R]. A SISO decoder can be divided into a Soft-Input-Hard-
Quitputy(STHO) decoderand.areliability-estimator of each decoded bit at the out-
put of STHO decoder. The Chase algorithm [9] is extended to construct the STHO
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-~ ng ————=
T 1 kq ™ check
k on
n l information bits rows
check
check on columns on
check

Fig. 1. RS product codes with Q-ary symbol concatenation

decoder for RS(n, k, §) over GF(Q). Let the vector R, = (11,72, ..., 7, .., Tqn) be
the normalized bit level LLR sequence after soft demodulation for one recieved
word and Y = (y1,¥2, .-, Yi, .-, Ygn) be the hard-decision estimation of the trans-
mitted sequence with the relationship y; = 0.5 x [sign(r;) +1] (1 <1i < ¢ X n).
First s least reliable positions corresponding to components with the smallest ab-
solute values in vector R, are determined. Test patterns of length ¢n of weight 0
to s with the ’1’ restricted to the least reliable positions are added to the sequence
Y to obtain new binary sequences. For each new binary sequence, a correspond-
ing Q-ary sequence H = (hy,..., 4, ..., hy,) is then obtained after the binary to
Q@-ary conversion. The algebraic RS decoder processes these @Q-ary sequences
and produces a code word set U containing at most 2° different code words at
its output. Each code word in U has its binary representation after converting
every Q-ary symbol into ¢ bits. For each code word, its binary representation is
used to calculate its corresponding Euclidean Distance (ED) with respect to R,,.
The Maximum-Likelihood (ML) RS code word D which has the minimum ED
among all code words in U is selected as the output of STHO decoder. At each
bit position j (1 < j < gn), the code words in U, whose binary representations
have an opposite bit with respect to d;, will be considered. Among these code
words, the code word C which has the minimum ED to R, is of interest. This
code word C is called as the concurrent code word of D. If the search of such a
concurrent code word C' is successful, the soft output 7’ for bit d; (1 < j < gn)
is given by [2]:

MC — MP
4

where MP is ED from D to R, and M¢ is ED from C to R,. Else we use
the predefined or optimised value 3 and the following relation :

rh=(

j ) X d; (1)

T;:Tj-i-ﬁde (2)

The difference between the soft output value 7’;- and soft input value r; is the
extrinsic information w; for bit d; (1 < j < ¢gn). The extrinsic information w;
as.well-as-the.channel output.-valuesj-ate used to obtain the input to the next
SISO decoder at position j by means of equation (3) :
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r; = rj + axw,; (3)

where « is the coefficient used to reduce the influence of extrinsic information
in the first iterations.

In practice, a very simple and efficient stopping criterion based on syndrome
check is integrated in turbo decoding process to reduce the average number of
iterations [10]. If all the rows (or columns) before row (or column) decoding at
a given iteration are codewords, then the decoding algorithm has converged and
the decoding is stopped. However, if the algorithm has converged to a wrong
code word, these errors will be taken into account in the determination of the
number of errors in the subsequent iterations. A counter is used to cumulate the
syndromes of Y during row (or column) decoding. Iterative decoding is stopped
when counter is null at the end of row (or column) decoding. Thus the additional
complexity of this stopping criterion is very low.

3 Shannon Limit of BCH and RS Product Codes

Prior to turbo codes, the Asymptotic Coding Gain (ACG) was regarded as the
major parameter to evaluate the error correction capability of a code. It is defined
as follows [11]:

G, =10 % log(R0) (4)

where R is the code rate and § is MHD of the code. Although this parameter is
important, it has the disadvantage of depending only on the code itself and shows
only the asymptotic performance. Shannon limit is a more general parameter. It
takes code length, code dimension, target error rate and the used modulation,
which is independent of the code [12], into consideration. Thus we shall consider
Shannon limit to compare the theoretical performance of different BCH and RS
product codes.

Shannon limit of different BCH and RS product codes are given in Table 1.
We consider BCH and RS product codes using classical single-error-correcting
codes and their extended and expurgated versions as component codes. In or-
der to compare the performance of codes with similar code rate, BCH and RS
product codes are constructed over different Galois Fields. Differences in Shan-
non limit are calculated by taking product code based on classical single-error-
correcting component codes as reference.

We observe that when replacing classical RS(t=1) component codes by their
extended or expurgated versions, there is a significant reduction in both code rate
and Shannon limit at product code level. As for BCH product codes of similar
code rates, the reductions of these two parameters are negligeable. Thus the
adoption of extended or expurgated BCH codes as component codes to construct
productycodesyisnotrattractivefor RS product code case. This is because the
penalty in terms of code rate and Shannon limit is too high in the latter case.
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Table 1. Shannon Limit of Different BCH Product Codes

n?(bits)|k?(bits)| R |SH(dB)|A(dB)

BCH(31,26)2 961 676 |0.7034| 2.379 0
BCH(32,26)2 1024 676 10.6602| 2.089 | -0.29
BCH(31,25)2 961 625 0.6504| 2.069 | -0.31

RS(15,13)2 900 676 |0.7511| 2.739 0
RS(16,13)2 1024 | 676 |0.6602| 2.089 | -0.65
RS(15,12)2 900 576 | 0.64 | 2.049 | -0.69
BCH (255,247)%| 65025 | 61009 [0.9382| 4.079 0
BCH(256,247)2| 65536 | 61009 [0.9309| 3.929 | -0.15
BCH (255,246)%| 65025 | 60516 [0.9307| 3.919 | -0.16
RS(63,61)2 | 23814 | 22326 |0.9375| 4.139 0
RS(64,61)2 | 24576 | 22326 [0.9084| 3.569 | -0.57
RS(63,60)2 | 23814 | 21600 |0.9070| 3.549 | -0.59

Although the ACG of product codes based on modified RS component codes
can be increased, the optimum decoding complexity for these codes increases
significantly. Let us consider the SISO decoder using Chase-II algorithm. In order
to achieve reliable transmission with the extended (or expurgated) RS product
code, a much larger number of test patterns will be required. As a result, it will
reduce its practical interest. To summarize, the best trade off between complexity
and performance is to use single-error-correcting RS component codes in the
construction of RS product codes.

4 Simulation Results

Following the above conclusion, four different single-error-correcting classical
RS codes based on four different Galois Field GF(8), GF(16), GF(32), GF(64)
have been considered for constructing RS product codes. These four product
codes are noted as RS(7,5)2, RS(15,13)2, RS(31,29)% and RS(63,61)? and are
transmitted with QPSK modulation over AWGN channel.

The Bit Error Rate (BER) is evaluated by using Monte Carlo simulation
technique for different Ej, /N, values. The number of test patterns in the simula-
tion is limited to 16 in order to keep the turbo decoder at a very low complexity
level. These perfromance curves are shown in Fig. 2 for 8 iterations with stopping
criterion. The BER is given for 400 matrices having at least one erroneous @Q-ary
symbol after decoding down to a BER of 107°. As a comparison, we consider
RS product codes based on double-error-correcting RS component codes. These
RS product codes are RS(7,3)%, RS(15,11)2, RS(31,27)? and RS(63,59)2. The
same simulation conditions are applied to these codes. These performance curves
are shown in Fig. 3. The influence of the test pattern number on the performance
of RS-BTC is also evaluated. We increased the number of test patterns from 16
t0y32 forallabove,codesawhile keeping.other simulation conditions unchanged.
The curves are also shown in Fig. 2 and Fig. 3.
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Table 2. ASH for RS-BTC over AWGN Channel

16 test patterns|32 test patterns
RS(7,5)% 0.9 dB 0.90 dB
RS(15,13)2 0.8 dB 0.80 dB
RS(31,29)? 0.8 dB 0.75 dB
RS(63,61)? 0.8 dB 0.70 dB
RS(7,3)? 2.05 dB 1.76 dB
RS(15,11)? 1.85 dB 1.52 dB
RS(31,27)2 1.77 dB 1.47 dB
RS(63,59)2 1.64 dB 1.37 dB

The gaps to Shannon limit with 16 and 32 test patterns in the SISO decoder
are computed and shown in Table 2. We can see that the improvements are
negligible for RS(¢ = 1) based product codes when the number of test patterns is
doubled. Thus the number of test patterns equal to 16 can achieve a good trade-
off between complexity and performance for these RS-BTC. For RS(¢ = 2) based
product codes, there are significant performance improvements when the number
of test patterns is increased to 32. But even in this case, the gaps to Shannon
limit are still greater than 1.35 dB. We thus need a more sophiscated turbo
decoder with a larger number of test patterns to achieve reliable transmission
with these codes.

—+- Uncoded QPSK
-©- RS-BTC(7,5) 16seq
- RS-BTC(15,13) 16 seq
- RS-BTC(31,29) 16 seq
< - RS-BTC(63,61) 16 seq
Sk —e— RS-BTC(7,5) 32seq
S —v— RS-BTC(15,13) 32 seq
—=— RS-BTC(31,29) 32 seq
—— RS-BTC(63,61) 32 seq [

e
.

{
i

2 3 4 5 7 8 9 10

6
Eb/No (dB)

Fig. 2. RS(t=1) based RS-BTC with QPSK over AWGN channel
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—+- Uncoded QPSK
- RS-BTC(7,3) 16 seq
-©- RS-BTC(15,11) 16 seq
<+ - RS-BTC(31,27) 16 seq
~ - RS-BTC(63,59) 16 seq
SN —=— RS-BTC(7,3) 32 seq
~| —e— RS-BTC(15,11) 32 seq
—+— RS-BTC(31,27) 32 seq
—— RS-BTC(63,59) 32 seq [

5 6
Eb/No (dB)

Fig. 3. RS(t=2) based RS-BTC with QPSK over AWGN channel

Table 3. BCH-BTC vs. RS-BTC when using QPSK

K(bits)| R [A(dB)
BCH(64,57)2 | 3249 [0.7932| 0.88
RS(15,13)? 676 |0.7511| 0.80
BCH(128,120)%| 14400 [0.8789| 0.83
RS(31,29)% | 4205 [0.8751| 0.80
BCH(256,239)%| 57121 [0.8716| 0.90
BCH(256,247)%| 61009 [0.9309| 0.80
RS(63,61)% | 22326 [0.9375] 0.80

The performances of RS-BTC are compared to those of BCH-BTC with
similar code rates. Three parameters: block information size K, code rate R and
the gap to Shannon limit ASH are used as comparison guidelines. They are given
in Table 3 for codes with different block size. It shows that both BCH-BTC and
RS-BTC can exhibit near Shannon performance with QPSK modulation over
AWGN channel. When we consider the codes of similar code rates, RS-BTC
have data blocks K in the order of three times smaller than those of BCH-BTC.
This observation is valid for codes with different block sizes and code rates.

5 Conclusion

In this paper we show that product codes using single-error-correcting RS com-
ponent codes can achieve reliable transmission at less than 1 dB from theoretical
hannon limit. Previo ontribution on RS-BTC considered the extended

ich introduce a significant penalty in
5 +4 * I
-
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terms of code rate and require the use of very large number of test patterns
in the SISO decoder to achieve optimum performance. We thus propose to use
classical RS(¢ = 1) code as component code which yields to a product code with
MHD equal to 9. With this choice of RS component codes, a very low complex-
ity turbo decoder using only 16 test patterns can guarantee a good trade-off
between complexity and performance.

The proposed RS product codes exhibit a much smaller block size than BCH
product codes of similar code. As the encoding/decoding delay and memory size
in hardware implementation is proportional to the size of data block, this gives a
serious advantage to the newly proposed RS-BTC over BCH-BTC for high code
rate applications. In addition, the RS encoder/decoder is based on Q-ary symbol
processing instead of bit processing. Thus coding/decoding speed can be greatly
accelerated. Future work will consider practical applications for these RS-BTC.
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Abstract. An authentication, authorization and accounting (AAA)
system is one of the most important components for internet service
providers (ISPs) and wireless service providers (WSPs). For QoS man-
agement of accounting data in a Diameter-based AAA system, the cur-
rent paper proposes an updated accounting protocol based on a sub-
session state machine, instead of the original (RFC) stateless accounting
framework on the server side. As such, the proposed design and imple-
mentation strategy can effectively apply the Diameter AAA system to a
Mobile IP roaming user with different service levels. For co-operation be-
tween authentication, the authorization state machine, and the base pro-
tocol state machine on the AAA client side, the current paper proposes
an updated accounting state machine (current standard is not clearly
defined). For the interface between the Mobile IP protocol part and the
AAA client of the accounting state machine, an new designed sub-session
based accounting state machine is also proposed on the client side and
a sub-session-based scenario demonstrated using the accounting proto-
col. This paper enhance new IP based accounting techniques to support
soft-guaranteed QoS in a wireless Internet architecture.

1 Introduction

With the rapid growth of access network technologies and dramatic increase in
subscribers, Internet service providers(ISPs) and communication service vendors
are facing some difficult challenges in providing and managing network access
security. To provide better services, vendors must be able to verify and keep
account of mobile service subscribers’ service levels. Furthermore, vendors need
to be able to measure the connection time to the network for billing and resource
planning purposes. One solution that meets these requirements is authentication,
authorization, and accounting (AAA).

In wired network, needs of the QoS for multimedia service has been increased
and-algorithms.of prioritizing.among,packet classes and delivering time sensitive
packets in existing bandwidth has been studied[1].

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 171-182, 2004.
(© Springer-Verlag Berlin Heidelberg 2004
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In addition, QoS(Quality of Service) via wireless networks is expected to be-
come a crucial part of the mobile service provider (MSP)’s service area[2]. As an
AAA protocol, IETF AAA WG was developed to overcome the shortcomings and
deficiencies of the RADIUS protocol. Distinct from RADIUS, Diameter adopts
a base protocol that is a kind of engine that works with Diameter applications.
However, the Diameter base and application protocol [3-4], as defined by cur-
rent accounting standards, which constitute a fully operable protocol suite in a
real environment, still have some implementation problems for accounting that
need to be solved and require enhancements for various wireless applications.
For co-operation between authentication and authorization in the AAA frame-
work, i.e. real-time accounting transfers should adopt a state machine based
accounting protocol. In addition, the accounting mechanism of Diameter should
able to specify a service quality for maintaining and transporting policy-based
accounting records until the mobile user disconnects[4].

Thus, the current paper proposes and implements an accounting protocol
that has an new sub-session based accounting state machine on both the server
side and the client side. The remainder of this paper consists of a brief introduc-
tion to the AAA protocol in Chapter 2, the architecture of the proposed AAA
in Chapter 3, and some final conclusions in Chapter 4.

2 Diameter AAA Protocol

The Diameter’s Mobile IP application allows an AAA server to authenticate,
authorize, and collect accounting information for a Mobile IP service rendered
to a mobile node. The major differences between Diameter and RADIUS include:

— Peer-to-peer nature

— Explicit support for intermediaries

— Extensibility

— Built-in failover support

— Larger attribute space

— Bit to indicate mandatory status of data

— Application-layer ACKs and error messages
— Unsolicited server messages

— Peer discovery

— Negotiation capabilities

The AAA infrastructure verifies the user’s credentials and provides a ser-
vice policy to the serving network for which the user is authorized. The AAA
infrastructure can also provide a reconciliation of charges between the serving
and home domains. In the model in Fig. 1, the AAA server authenticates, i.e.
authorizes the mobile node(once its identity has been established) to use Mobile
IP and certain specific services in a foreign network, and takes account of the
usage information.

The basic.conceptyin.the Diameter- AAA standard is to provide a base pro-
tocol framework that can be extended to provide AAA application services to
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Foreign Network Broker Network Home Network

Diameter Diameter
Mobile Local | | Home
Node Server Server
(AAAF) (AAAH)

Fig.1. AAA with Mobile IP Model

various access networks. The base protocol provides a common functionality to
a set of applications, such as the capability for negotiation, delivery of command
codes(Messages), peer link management and fault recovery(Watch dog), user
session management, basic accounting functions, and others. The application
protocols of the AAA standard have been built with massive scaling, flexibility
of comprehensive attributes, and incorporated applicable level accounting sup-
port for each application service. The application of NASREQ(EAP), Mobile
IPv4, Mobile IPv6, and IP-based multimedia and others is shown in Fig. 2.

Mobile IP NASREQ(EAP) SIP
[IPv4/IPv6] [WLAN/IMT-2000] [Multimedia]
Application Application Application

| End-to-End

Diameter Base Protocol(Accounting) Security

Fig. 2. AAA Application and Protocol

The Foreign(serving) authentication server(AAAF) requests proof from the
external home authentication server(AAAH) that the external mobile node has
acceptable credentials for the Mobile IP registration process. The Mobile IP
registration message(RRQ) from the mobile node is sent by FA through the
AAAF(and through the AAAB) to the AAAH server. The FA translates the
Mobile IP registration protocol into the Diameter protocol and transports the
message to the AAA server. If the user is able to access the required network,
the Diameter Client sends an Acct start request message to the home Diam-
eter Server. On receipt of the Acct start request message, the home Diameter
Server answers the request via an Acct start answer message. As an option,
during an Acct session, the Diameter Client can send snapshot accounting data
insansinterim record.to,the home Diameter Server. There is a disparate session
identifier between a Foreign Agent and the home Diameter Server, and between
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the home Diameter Server and a Foreign Agent[3]. When the home Diameter
Server that performs the Auth service identifies a new session, it creates an
Accounting-Multi-Session-Id. Yet, when the Home Agent decides that the new
session is caused by the movement of a mobile node(Foreign Agent Handoff),
it overwrites the value of the Accounting-Multi-Session-Id received from home
the Diameter Server in a Home-Agent-MIP-Request to the old value used be-
fore the movement. The Home Agent then sends the changed Accounting-Multi-
Session-Id in a Home-Agent-MIP-Answer to the home Diameter Server, which
sends the Accounting-Multi-Session-Id to the Foreign Agent in an AA-Mobile-
Node-Answer. The AAA servers must perform authentication and authorization
during the initial Mobile IP registration step. Thereafter, accounting as a next
step must performed. An all accounting message must including the Accounting-
Multi-Session-Id and the AVP is used to merge the accounting data from multiple
accounting sessions.

3 Proposed Accounting Protocol for Mobile IP Service
User

3.1 Protocol Descriptions

This section introduces the redesigned sub-session based accounting protocol and
the test environment for specified accounting in a Mobile IP service based on
QoS. In the Diameter accounting protocol, the accounting protocol is based on
a server-directed model with capabilities for the real-time delivery of accounting
information. One of the requirements for the AAA service is to support a detailed
accounting service for the Mobile IP. The accounting function must maintain
and transport the session-based interim and realtime accounting records until
the mobile user disconnects[3-4]. Interim accounting provides protection against
the loss of session summary data by providing checkpoint information that can
be used to reconstruct the session record in the event that the session summary
information is lost.

Therefore accounting is a crucial factor in the protocol design and implemen-
tation of the AAA. As such, the following accounting functions can be placed
on the AAA service:

Real-time Accounting

— Accounting-related services(Prepaid cards, Postpaid cards) Support (Billing
Applications)

— End-to-End Security

QoS or flow-based Accounting using sub-session scheme

— Package or usage-based accounting

Fault resilience accounting

— Periodic transporting protocol based on accounting interim interval

Basically-diameter.protocol-provide.two different types of services to appli-
cations. The first involves authentication and authorization, and can optionally
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make use of accounting. The second only makes use of accounting. So, account-
ing state machine was none in the first case and independent accounting state
machine was defined for second case.

In this paper, we defined co-operating scenario and state machine for flexible
and coupled accounting. Fig. 3 describes the co-operating scenario for authenti-
cation, authorization and accounting in a case initiated state of an authentication
session connection, where an open state and connecting accounting protocol is
established and comes to the accounting state machine. This scenario is a con-
nection scenario with a Mobile IP application process. The state machine starts
when it receives a request from a user application. The Diameter Client sends
an Auth request to the home Diameter Server. On receipt of the request, the
home Diameter Server responds to the Diameter Client. Then an Auth session
is started, and the state is Pending. If a successful service-specific authentica-
tion and authorization answer is received with a non zero auth-lifetime, the next
state is Open. To obtain interaction between the authentication and authoriza-
tion and the accounting part, the proposed accounting architecture must support
the same session-based connection and a procedure for exchanging the state in-
formation and session information for a series of Authentication, Authorization
and Accounting (AAA) services. The accounting state machine can also reach
to the Open state of authentication and authorization.

Accounting Authentication and Authorization

1. RX successful serv.
specific authorization
answer, but service
not provided > TX
STR

Successful of
Accounting Process

Client or device requests access ->
TX serv. specific auth req
Client or device requests

access

RX successful serv. specific
authentication and
authrozation answer v

Start. successful
accdunting process
fy Grant Access
Account 2. Error processing
RX Start/ successful serv.
Interim/Stop/
Event record -
TX accounting
answer

specific authorization
answer-> TX STR

Finished
successful

Accounting
State
Machine

- Service to user is
Accounting
Job

AAA is also terminatel
Finisheq successful 1. authorization-lifetime about *> cleanup
‘Accothting Job to expire on access device Send ASR
-> TX serv. specific auth req
Sessiol| Clear 2. RX successful serv. specific
authrozation answer ->

>
- Extend Access Fail to send ASR
Discon i
] n_ 3. TX/RX accounting message RX failed serv. specific
Pendin -> Process
Discon. user/device
transition to state -> cleanup

Fig. 3. Co-operative State Machine

Discon

In this paper, we present a new accounting mechanism of AAA providing
mobile networks. In standard, QoS or different service level based accounting
is not clearly defined up to date. So, another new sub-session mechanism can
be used for specific service of different service level based on user session. We
introduce another some bit for different service level in sub-session ID field. The
fields,of sub-session D Avp.are.consistzof 3 part, Diameter Avp head, Service
level and Session ID.
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< Sub — SessionIDAvp
Code, Flag,length >

> u=< Diameter — Avp — Header

< Sub — Session — Id >

< QoS — Code >
The QoS-Code field in Sub-session ID avp is type unsigned64 and contains the ac-
counting sub-session’s QoS code. It is used for the different service level as user
select. If a specified interim interval exists, the Diameter client must produce
additional records between the Start Record and Stop Record, Interim Record
and an sub-Start Record for sub-session, sub-Stop Record for sub-session and
sub-Interim Record for sub-session, and the AAA server must store all kinds of
marked sub session records periodically for different service levels, as shown in
Fig. 4. The subsequent procedures of session-based accounting and sub-session-
based accounting are shown in Fig. 4.

Start of Accounting(one user) End of Service

Start
Record

Interim
Record

#24

lnnerlm
Reoord

»

Sub Session based Accountin
Non Real time Data over

[Sub Session based Accounting #1 Voice oyer IP
— Sup Session based Accounin
Streaming Video Data over IP

>
Start Interim
#3 Record Record

v

[—
= e ED

Start
3

Record
Different QoS field in Sub-Session ID

Interim
Record

Fig. 4. Accounting process for different service level

Figs. 5 and 6 show the re-design of the client state machine and server state
machine based on the original AAA protocol that is not clearly defined. Fig 5
shows the design of a session-based accounting state machine as well as a sub-
session-based accounting state machine. A sub-session represents a distinctly
different service that has a different level, plus it can be included in a given
session. These services can occur concurrently or serially.

As shown in Fig. 6, the Diameter Client sends an Accounting raw data re-
quest message to the Mobile TP protocol part. The Mobile IP protocol part
responds(sends counted volume of the used traffic data of the user), then the
procedure of making the ACR Accounting packet is started. While performing
the user application service, the ACR accounting messages continue to be sent.
When a session is moved to the Idle state, any resources that were allocated
in authentication, authorization, and accounting for the particular session must
be released. The states PendlngS Pendingl, PendingL,, PendingE and PendingB
anzanswer to an accounting request related
ed record, respectively.
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Fig. 5. Designed State Machine of AAA Accounting(Server)

3.2 System Architecture for Implementation

Our system model can be applied to the wireless environments including 3G
like CDMA-2000 and UMTS, and 802.1x networks. As shown in Fig. 7, AAA in
mobile environment is based on a set of client and server. The implementation
protocol stacks of AAA serverssare,shown in Fig. 7. To address the privacy
problem in wireless mobile computing, we introduce TLS protocol and to endure
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Fig. 6. Updated State Machine of AAA Accounting(FA/HA): sub-session state is omit-
ted for want of space

YY

the robust communication also adapt SCTP transport protocol in low layer
protocol section.

Table 1 shows system descrlptlon of the test environment of Diameter based
1 implementation environment of the
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Fig. 7. Protocol Stacks of AAA servers for Implementation
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Fig. 8. Implementation Environment
Table 1. System Configuration
System Description
AAA Server and Client platform ZION LINUX SYSTEM(2CPU, Intel Zeon 700MHz)
AAA Server and Client OS Red Hot Linux 6.2(Kernel v. 2.2.19)
Mobile Node platform Embedded Linux for MN

4 Results of Implementation

sub modules (blocks) used for storing
g messages, controlling sessions(sub-
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Fig. 9. Block level design of the Accounting protocol

sessions), and monitoring in/out inter-block messages, as shown in Fig. 9. To
address the QoS specified accounting in wireless mobile computing, we introduce
QoS code point table to transport and to endure the QoS based inter-network
communication also adapt accounting mechanism of different service level for
different administration-domain.

Following shows information description of the QoS based accounting of Di-
ameter based AAA for Mobile IP in inter-network communication.

— Service Type

— Sub-Session-1D

— QoS-Level of Providing Service

— Accounting Information for Specified Service

We measured the time(processing time) spent for the authentication step and
the time spent for the accounting step at AAAH, and the CPU load average of
sub-session based accounting. Clearly, the accounting took more time than dura-
tion of the authentication and authorization and 3 sub-session based accounting
from FA and HA has more sever system load than simple accounting’s. Table
2 also shows the specified processing time of the authentication, authorization
and accounting in AAAH. Table 3 also shows the averaged count of the CPU
load in sub-sessions based accounting and simple accounting. The value of the
CPU load average means averaged waiting job count in Linux based system.

Table 2. Comparison of processing-time in Authentication, Authorization and Au-
thentication

Authentication and Authorization Accounting
Processing Time in AAAH(sec) 1.10 - 1.36 3.7-46
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Table 3. Comparison of System Load in the Sub-session based Accounting

Simple Accounting Sub-Session based Accounting
Load Average 3.7-47 6.5 - 8.53

Proposing this solution for AAA and QoS Mobility Management issues, this
study aims to contribute to the technical innovation of the 3G systems by exploit-
ing the potential of IP-based wireless mobile multimedia networking in evolution
towards 4G systems The sub-session-based accounting had a significant effect on
the accounting system load. If lots of sub-sessions exist, the Diameter client must
produce more additional records between the Start Record and Stop Record, In-
terim Record for sub-session, and the AAA server must endure sever system load
for different service levels. To support a robust AAA network for a nationwide
ISP(Internet Service Provider), a cautious accounting server-model design would
seem to be very important. Furthermore, the accounting process must be robust
to the system load, if QoS-based accounting or flow-based accounting is needed.
So, we should solve this problem as a batch accounting method for QoS-based
and flow-based accounting.

1. Initially, a parent accounting session is established

2. User want to start multimedia service with different service level

3. QoS-based inner sub-session is also established as marked different service
level

. Each accounting Data is counted for specified processing

. Each accounting Request Message is send to peer

. The sub-session is over as user’s multimedia service is finished

. Parent session is also finished

~ O Ot

The authentication and authorization functions only occur during the net-
work access time, then the system load of AAA (Authentication, Authorization,
and Accounting) usually determines the accounting process thereafter. Thus,
management of the accounting function allows a Diameter server, which main-
tains a robust AAA session, to provide a stable service. And in this research, we
can state that everything was designed to take a more advanced approach in QoS
base accounting. From a macro prospective, we get confirmation of some divided
sub-session using level of different services, so, a QoS accounting method.

5 Conclusion

The current paper proposed and implemented a new accounting protocol for
different service levels in a Diameter-based AAA system. We also showed the
newly designed sub-session based accounting protocol. For different service level,
we have introduced a QoS bit in sub-session ID and state machine with sub-
session. In addition, we also tested accounting system with sub-session for Mobile
IP user and presented the result that showed robust AAA system can perform
the QoS based-Accountingservice.duetosystem load. And we can state that our
research was designed to take a more advanced approach in QoS base accounting.
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Abstract. Dynamic pricing schemes in telecommunication networks were
traditionally employed to create users’ incentives in such a way that the overall
utilization is improved and profits are maximized. However, such schemes
create frustration to users, since there is no guarantee that they would get
services at the anticipated prices. In this paper, we propose a pricing scheme for
priority telephony systems that provides alternatives to users. Users can choose
between a) a dynamic price scheme that provides a superior quality of service or
b) a fixed low price with acceptable performance degradation. Our results verify
that the proposed pricing scheme improves the overall system utilization and yet
guarantees users’ satisfaction.

1 Introduction

In long-haul communications, network resources are critical commodities that require
an efficient allocation mechanism to users. In recent years, researchers have been
focusing on resource allocation schemes, so that network resources can be utilized
efficiently and total profit from resource usage is maximized. However, it is well
known that network users act independently and sometimes “selfishly”, regardless of
the current network traffic conditions. Therefore, even with advanced resource
allocation schemes in place, it is hard to avoid congestion. As a result, congestion
reduces the total system utilization. Mechanisms that give users incentives to behave
in ways that improve the overall utilization and performance of the network are
needed. In commercial networks, pricing had been proved an effective mean to
resolve the problem of scarce resource allocation.

Network users are inherently price sensitive. Via prices, the network could send
signals to the users, providing them with incentives that influence their behavior [1].
Pricing thus becomes an effective mean to perform traffic management and
congestion control. Such schemes are known as dynamic pricing schemes. In a
dynamic pricing scheme, call prices change as demand fluctuates [2]. It rises in
accord with demand, deterring additional users from accessing the network or holding
network resources for long periods during congestion time. Therefore, such schemes
create users’ incentive for efficient network utilization. In addition, during the off-
peak hours, the price drops from its nominal level; this will serve as an incentive to
generate more traffic to an otherwise under-utilized network [3].

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 183-191, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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However, despite the beneficiary of dynamic pricing, it has major drawbacks.
Dynamic pricing schemes create frustration to users. Since price fluctuates according
to demand, there is no guarantee to final charges. Users with low price expectations
would risk being blocked, during congestion periods.

In this paper, we propose a middle ground where users have choices in the way
they are priced: they can either accept a) a dynamic pricing scheme, where prices
changes according to the system congestion levels, or b) a fixed pricing scheme,
where the provider charges a low price, with users experiencing an acceptable
performance degradation.

The paper is organized as follows: In Section 2, we describe the traditional
dynamic pricing used in a Priority Telephony System. In Section 3, we present our
priority queuing system, where the appropriate parameters are defined. Section 4
shows numerical results and how our proposed pricing scheme can improve the call
admission control mechanism of the network. Discussion on the results is also taking
place in that section. In Section 5, we draw the conclusion of our work.

2 Dynamic Pricing in Priority Telephony System

In telephony networks, whenever congestion occurs, the incoming telephone calls can
either be blocked from the system or placed into a buffer (queue), waiting to be
served whenever the telephone trunks are free. In the latter case, the Quality of
Service (QoS) metric used for measuring the performance of the system is the delay
that users experience in the queue. The shorter the time users spend in the queue, the
better for them.

In queuing networks, users experience delay according to their priority agreement
with the system, which can be described by a Priority Queuing Model. In a priority
queuing system, users who require more attention are distinguished from those who
can endure the quality of conventional services. Usually, the QoS required by priority
users is higher and therefore should be served faster than the average (conventional)
users. The price charged to priority users is clearly higher.

Currently, the service charge for telephone users is either fixed per call or flat.
One of the advantages of these schemes is the simple billing and accounting processes
[4, 5]. However, since users act independently and sometimes in a “selfish” manner,
they utilize the system regardless of its traffic condition. Such pricing schemes do not
provide incentives for users to avoid congestion during peak hours and cannot react
effectively to the dynamics of the network. With dynamic pricing schemes, prices
change depending on the network conditions. Users who require access to the network
during peak hours and are able to afford higher prices, will be admitted to the
network, while users who are not able to afford such prices are blocked. However, we
argue that blocked users during congestion time (even though their pricing
requirements for being prioritized are not met) would result in reality to highly
dissatisfied users. By using a queue to delay, instead of block, call requests during
time of congestion, it is likely that users would be more satisfied and it can potentially
yield to a better network operation.
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3 Model for Priority Queue with Priority Call Admission Control

Call admission control (CAC) is widely used as an effective mean to prevent
overloading in telecommunication networks. According to our model, during system
congestion time, admitted calls are required to meet a certain pricing requirement. In
this context, a new type of CAC is introduced here, namely, the Priority Call
Admission control (PCAC). PCAC’s main function is to control the amount of
incoming calls, based on users’ priorities that are regulated by pricing criteria.

Pricing Frionty queus

Srheme
T
|

. . |
meoming calls

w admitted

calls

Comventional Queue

Fig. 1. Priority Queue with Pricing Alternatives

As shown in Fig 1, the system consists of two types of queues: one for the
priority users and the other for the conventional ones. Both queues store incoming call
requests and feed them to the telephone trunk group. The key elements in this system
model are two functional blocks: the pricing block and the PCAC block. The pricing
block acts as a price broadcasting point to incoming users. In this particular system,
users who refuse to pay a higher price are placed in the queue for conventional users
and wait until get served. Priority users who meet the higher price requirement, are
placed into the priority queue, which would be served faster than the conventional
one. The above procedure will only take place when the system experiences
congestion. If the congestion level is not met, all calls will be placed in the
conventional queue and served as soon as the system is ready.

The PCAC block can be characterized as a QoS controller that allocates system
resources according to call requests coming from both queues. Since priority users
require more attention than conventional users, the priority queue is served by the
PCAC block in such a way that certain QoS is met. At the same time, conventional
users are also served by PCAC with a QoS that is obviously inferior to the priority
users. The objective of this system is to adjust system resources in such a way that we
can meet the QoS constraints of both queues and maximize the number of calls being
served by the system.

During peak hours, users who attempt to access the system will find themselves
facing two choices: One is to accept a high price according to dynamic pricing theory,
as they will enjoy the higher QoS of priority callers. The second choice is to deny the
high price and be charged by a fixed low pricing scheme. As a result, in the second
case, users will experience longer delays before being served, depending on the
existing traffic conditions. The call procedure of the system can be described as
follows:
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Call Procedure

—_—

Users dial in numbers and wait for a system response.

2. The current status of the system is identified. If the system is not
congested, the call requests will be placed in the conventional queue
waiting for available trunks.

3. If the system is congested, the system will notify users the approximated
time they have to wait for service. Then, it announces the price for those
users who consider priority status and ask for their choice (be prioritized
or stay on the line).

4. If the answer is positive, the users’ requests for call are placed in the
priority queue where users are served with superior QoS.

5. For those who stay on the line, their call requests will be placed in

conventional queues.

Incoming users

Is system

congested? Yes

v

System notifies users the

lNo

Call Requests are placed approximated waiting
in conventional queue time and announces
waiting for service price for becoming a

priority user

4

No

Priority user?

Yes

v

Call Requests are placed
in priority queue waiting
for service

Fig. 2. Call procedure in the proposed pricing model

3.1 Directing Traffic

An important parameter used by the PCAC block is the priority factor (Py), i.e., the
portion of total resources that is assigned to the priority queue. With a higher P, more
resources would be dedicated to priority queues. P, can be adjusted regularly based on
the users’ QoS constraints and the incoming traffic for both user types. We assume
that the average holding time of priority users is shorter than that of the conventional
users: Since they are willing torpay extrayit is unlikely to spend much time in the
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system. Both types of users share the same resources (telephone trunks in this case).
Therefore, the average holding time that the system experiences from both call types
would be the weighted sum of the holding time by the priority users and conventional
users, i.€.,

T,.=PT, ,+(1-P)T (1)

avg sTavg_p avg _c
where Too p 18 the average holding time of priority users and Toy c18 the average

holding time of conventional users. The P, parameter controls the amount of network
resource assigned to priority users; the remaining resources are assigned to
conventional users. With this model in mind, we can assume that the trunk group is
logically divided into two groups. One group is assigned for priority users and the
other group is assigned for conventional users. Both of them can be studied
independently. Hence, the number of trunks assigned to priority users is N,=P-N
whereas the number of trunks assigned to conventional users is N, =(1-P)-N, with

N being the total number of telephone trunks.

3.2 Dynamic Prices

The price that is broadcasted to users when the system experiences congestion, can be
derived from the demand function. The demand function describes the users’ reaction
to the price changes. We use the demand function that appears in [7] since it is used
for different priority users, which fits our model. The demand function is as follows:

_(&_1)2
qg=e " p,>p, @)

where p,is the price charged to conventional users, p, is the price charged to

priority users, and ¢ is the percentage of priority users who are willing to pay this

Po‘v—4ln(Q) (3)

2

higher price. From (2),
Py=DPot

The percentage of incoming users (¢ ) gives us information regarding the

number of users who are placed in each queue. We assume that the performance of
each type of queue can be considered independently. The model consists of two basic
queuing models, with average holding times given by (1), and arrivals dictated by the
demand function (2) at a given price. Basically, these basic queuing systems form a
M/M/m system which can be studied by the Erlang-C formula, i.e.

Cil(Nsa)zBil(Nsa)_Bil(N_laa) (4)
aN

where B(N.a)= NN! . (Erlang-B formula)
a

i 1!
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The QoS can be characterized by the user delay experienced in the queues. More
specifically, by the tail of a delay distribution, i.e. P[user delay > R seconds] is less
than a QoS requirement, e.g., 1%. Therefore, using the Erlang-C formula and the fact
that we can consider both queues independently, we can identify the QoS requirement
as follows:

PW>t,1=C(N,,a, Yo Nerti=poiy )

PIW >t]=C(N,,a,)e N+"r (6)
where a,=q-a,, ,p,=a,/N,

ac :(l_q).atotal’ pc :ac/Nc
atotal = Z(I)TLZ

vg

C(N,a) is given by the erlang-C formula, W is the user delay (time in queue), a(, is
the load imposed by each type of users, N, is the number of trunks logically
assigned to each type of users, 4 is average departure rate of users (1/Tavg), p,is

the load per server for each type of users, and ¢ » and 7, are delay constraints for the
priority and conventional queues respectively . We assume that 7, should be a lot

less than f,, when the system experiences congestion. Utilization of the overall

system is given by

A()*T,, -

Utilization =

where A(?)is the arrival rate in the telephone system at time ¢.

3.3 Optimal Call Arrival Rate

As the system operates, the system resources are shared in a way that the QoS
requirements for each user type can be achieved. An important parameter here is the
maximum number of users that the network can accommodate. The number of users
need to conform to the QoS constraints of both queues. This parameter is influenced
by the optimal call arrival rate (4,,,), which is the maximized overall arrival rate of the
system. We know that A, is embedded in (5) and (6). For different percentages of
priority users (g) and priority factors (P;), we can achieve a certain arrival rate. The
Ao can be obtained when we find that arrival rate that maximizes the utilization of
the system.

To obtain A,,, we need to consider equations (5) and (6). The QoS constraint in
(5) and (6) can be set at a certain probability level, depending upon the user
requirement. A,, can be found by setting probabilities in (5) and (6) as the QoS
constraint (1% in this case). Here, we obtain the maximum arrival rate (L)
numerically, by changing P and g. Therefore, for a certain value of ¢, we can find
that P, that yields maximum call arrival rate or A,,,. That is
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Aopt for certain (q) = f(Ps* ,q) (3

where P, satisfies the condition @ (Ps,9) -0
ar.

s

4 Performance Analysis

In section 4.1, we describe the basic assumptions and parameters used in the priority
queuing system. The results of our analysis are shown in section 4.2.

4.1 Assumptions and Parameters

We assume for the shake of simplicity that the considering network is a circuit-
switched telephone network. The arrivals are modeled using the Poisson law
(exponentially distributed inter-arrival times). The system queues are first-come first-
serve (FCFS). The parameters used throughout our analysis are as follows:

1. The number of telephone trunks equal 30. Trunks assigned to each queue are

regulated by the parameter P;.

2. The average call holding time for priority users (7,,, ,) and conventional
users (7, o) are exponentially distributed with mean 120 seconds and 300
seconds respectively.

3. Regarding the QoS parameters:

a. Probability of priority users kept waiting in the queue for more than
1 minutes (z,) is less than 1%; and

b. Probability of conventional users kept waiting in the queue for more
than 10 minutes (z.) is less than 1%.

4. The normal charging rate for conventional users using the trunks (P,) is 8

cents per minutes. The charging rate for priority users (P;) depends on the

demand function and it is broadcasted upon arrival.

4.2. Numerical Results

Figure 3 shows the relationship between the arrival rate and priority factor (P;). For a
certain percentage of priority users, there is apparently an optimal call arrival rate (the
peak of the curve) that maximizes the number of calls and still maintains a QoS
requirement of both queues. As ¢ increases, the optimal call arrival rate is increased.
Figure 3 also shows the improvement in call accommodation. Without our pricing
scheme, the optimal arrival rate is 5.6 calls/sec. When our scheme is used, the optimal
arrival rate increases to 8.5 calls/sec, with a ¢ of 80%. We can achieve a higher
optimal call arrival rate, by degrading the QoS requirements of either type of users.

In terms of utilization, Figure 4 shows the utilization of the system. Apparently, the
utilization of the system is roughly the same regardless of ¢. This is because the
utilization of the system depends only on arrival rate A(z) and priority factor (P).
Therefore, we _are _able to_achieve high utilization of the system with minimum
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amount of user who is willing to be priority users. In addition, without the proposed
pricing scheme, the utilization required to achieve optimal call arrival rate is 93%
(from (7)). However, The system utilizes only 75% of its resources with our pricing
scheme.

Figure 5 compares the revenue generated from each trunk by using the proposed
scheme vs. the revenue under the traditional fixed pricing scheme, for the same
amount of traffic. The revenue stream consists of the sum of the revenue created by
the priority users and conventional users with their respective price factor. We
observe that there is a significant revenue increase due to our way of pricing.
However, the effect of the percentage of priority users (g) to the revenue is not
significant. Therefore, we can operate at a level of low percentage of priority users,
and still generate higher revenue.

5 Conclusion

Our proposed pricing model provides incentive for users to use system resource more
efficiently. Furthermore, users will be satisfied with the fact that they can choose their
pricing schemes based on their expected quality of service. The proposed system is
also flexible enough to adapt to the fluctuating traffic by adjusting the pricing factor
and the users’ QoS requirements. In addition, our pricing model is general enough and
has been proposed for voice services in mobile networks [8].
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Abstract. The changes occurring in the mobile telephony industry, both at legis-
lative and technological level, have affected the competitive scenario in various
national contexts. The main aim of this paper is to highlights the results of price
discrimination strategy in terms of market shares and profits in order to identify
incumbent behaviours able to inhibit competition.

1 Introduction

The increasing volume of mobile phone calls and the relative growing number of
carriers are transforming mobile telecommunications from a traditional monopoly into
a market with growing competitive pressure [1]. In our paper we analyse the relation-
ship between market share and profit resulting from a strategy of price discrimination.
In particular, the policy of price discrimination in the mobile telephone market is
based on the possibility for the carriers to set different prices for calls originating on
the carrier’s own network, finish on the same network (on net) or on the network of
the rival carrier (off net) [2], [3], [4]. The carriers price discrimination strategy has
the aim to induce customer migration towards their own networks. This goal assumes
a relevant role in the Italian mobile telecommunications industry, where the penetra-
tion rate is very high and very close to a context of full participation of customers. In
particular, it is possible to observe two phases: the first in which the market was in
full expansion and whereby carriers had the goal of attracting customers that still had
not decided to participate in the market. The second phase, in which the market is
saturated and the competitive strategy is based on attracting customers from rival
networks. The decision by customers to migrate on other carriers is based on two
considerations. The first one is related to the effective price level: customers search to
migratestowardssthosescarriersythatshavesadopted a system of lower prices. The second
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refers to the relative dimensions of market shares. For example, even if a carrier fixes
its their on net price relatively low, but has a market share of small dimension, migra-
tion would not therefore be convenient for customers that would have a very low
probability of carrying out calls on net. The focus of this paper is the analysis, with
respect to the Italian market, of the convenience by mobile telephone carriers to
choose a price discrimination strategy. The goal of such analysis is that of verifying if
the price discrimination strategy causes a different impact in terms of profits and
market shares according to relative dimensions, improving a previous analysis [5]. In
particular, an extension to three carriers and interconnection between mobile and
fixed is here presented. The paper is organized as follows. In the next section, we
describe the competitive scenario in which operate three mobile carriers, through the
analisys of traffic flow and market variables (market shares and profits). In the third
section we analyse the convenience of carriers to adopt a price discrimination strat-
egy, in terms of profits and market shares. Finally, in the last section, we present the
main conclusions of our work.

2 The Model

In order to represent the Italian mobile telephony market, we consider only three
operators, i, j, kK with the followings traffic flows:

1  Mobile-mobile on net. 2 Mobile-mobile off net. 3 Mobile-fixed.
The net surplus w, of generic customer, belonging to the network i, is given by:

w1 = b D nerSig8— Pl ner (1= S)gA = phypa1 - 1) (1)

and the market shares, obtained through an extension of Hotelling model, have the
following expressions:

- 2
Si=w+2§(2wi—wj—wk);szlﬂ%-i-z%@wj—wi—wk) @
Sk =l_ﬁ—_2a+2—o-(2wk -w; —wj)
3 3

where:
e uis the utility function of subscriber;
®  D,..1s the price of on-net call;
®  D.i. 1 the price of off-net call;
e . is the price to connect mobile with fixed network;
e A s the share of calls that terminate on mobile network;
e qis the quantity of calls per customer q = Q / N where Q is the total calls volume

and N is the number of customers.
The parameters § and o measure the degree of asymmetry among networks, in terms
of brand loyalty. Particularly, B refers to the market leader and depends on the brand
loyalty; a is related to the follower j and it depends on the competitive advantage
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towards the carrier k. The variable ¢ is the degree of substitutability among the net-
works, and therefore the switching cost of customer. When 8 and a are equal to 0 and
o is equal to 1, operators have no brand loyalty and there are not customer barriers to
exit. In this case, market shares depend only on the prices. The call volume is split in
on net and off net volumes as a function of market shares. The use of the market share
as a proxy of termination calls probability is suitable when the aspect of the relative
dimensions of operators represents a key variable of the analysis. Other modelling
approaches [6] [7] split the calls traffic in on net and off net as a function of a generic
probability since the focus of the analysis is not the relative dimensions among carri-
ers. In fact, in such models, the market shares of operators are considered symmetric.
For the mobile-mobile termination is necessary to distinguish among on-net and off-
net calls. Particularly, the marginal cost of off net calls includes the interconnection
charge, the price a carrier must pay to destination carrier to terminate its call. The
interconnection charge of off-net traffic, denoted with #, in the current settlement
agreements assumes a common value for the three competitors. The termination cost
of the mobile-fix traffic, the parameter f of the model, is imposed by the Italian
Communications Authority. Moreover c, is the marginal cost for originating the call,
c, is the marginal cost for terminating the call, T is the interconnection charge paid by
fixed operators to terminate the call on mobile network and Q, is the total fixed to
mobile calls volume. Following the above assumptions, the profit function of carrier i
is given by:
[[=4085(p,,.-¢ —¢ )+ A0S S, (py.—c ~t)+A40S8S,(p,.~c ~t
)+ A QSS (t-¢/)+A4 Q0SS (t-¢/)+(1-4)0S8(p,,—c —f)+Q, S(T,~-c,
) with i # j# k 3)
e AQSS. (p, . .-c —c')isthe profit deriving from the on-net calls;
o A0S S (p ioff-;m —¢/—t)and A4QS.S, (p',..—c —t)are the profits deriving
from the off-net calls;
o AQSS(t-c¢/)and AQS,S, (1-c)are the profits deriving from the intercon-
nection charge paid from carriers j and k;
e (1-4)0S/( pimf— ¢, —f) is the profit originated by mobile-fix calls;
e Q S (T —c/)is the profit deriving from the traffic volume originated on fixed
network.

off-net

3 Simulations

The starting simulation point is represented by the current carriers prices. In order to
analyse the different impact of a price discrimination strategy, a price variation is
simulated. Particularly, the aim of the analysis is to verify if a price discrimination
strategy causes an improvement on profit or on market share or on both, with respect
to the relative dimensions of carriers. The bold lines of tables 1-2 are the incumbent
starting simulation point, the former monopolist, that fixes a discriminatory prices,
with 49% of the market. The price reduction of on net calls from the current level
causes an increase of ‘the leader market share as shown in table 1. Such increase is
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greater in comparison to that generated by the price reduction of off net calls, as we
can observe in table 2. By decreasing the price of on net calls, the leader increases its
own market share.

Table 1. Carrier market shares and profits variations with leader price discrimination strategy.

P et €- S; S i S 17,(000.000€) 11(000.000€) II.(000.000€)
cent
10 57% 30% 13% 1.207 791 349
11 55% 31% 14% 1.217 808 369
12 54% 31,7% 14,3% 1.223 825 389
13 52%  32,5% 15,5% 1.225 841 409
14 50,6% 33,3% 16,1% 1.224 858 429
15 49 % 34% 17 % 1.223 877 452
16 474% 34,8% 17,8% 1.211 890 469
17 46% 35,6% 18,4% 1.200 906 489
18 444% 36,4% 19,2% 1.186 921 509
19 43% 37% 20% 1.169 937 528
20 41% 38% 21% 1.149 952 547

Table 2. Carrier market shares and profits variations related to carrier i off-net prices.

P oy €- S; S; Sk 11(000.000€) II,(000.000€) II1.(000.000€)

cent

40 51% 33% 16% 1.232 855 425
41 51% 33% 16% 1.230 859 430
42 50% 33% 16% 1.229 864 436
43 50% 34% 16% 1.227 868 441
44 49% 34% 17% 1.225 873 446
45 49% 34% 17% 1.223 877 452
46 49% 34% 17% 1.221 881 457
47 48% 35% 17% 1.219 886 463
48 48% 35% 18% 1.217 890 468
49 47% 35% 18% 1.215 895 473
50 47% 35% 18% 1.213 899 479

In fact, already having an elevated catchment area, the leader can capture many cus-
tomers from the other operators, attracted by the great probability that the phone call
originates and terminates on the same network. Notice that the impact of the dis-
crimination strategy carried out by the leader is more intensive for the smallest carrier
in terms of market share (AS, = -28.6%), whose customers have the lowest brand
loyalty. The follower j also suffers a market share loss (AS, = -11.8%). An efficient
strategy for the operator j is to reduce the price of off net calls, as we can observe in
the tables 3 and 4. The reduction of the price of off net calls causes an increase of the
market share greater than that in obtained by reducing the on net price. Therefore, for
the follower j is not convenient to choose a discrimination strategy as a function of
the network destination.,Moreover, the profit increase is greater in the case of off net
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Table 3. Carrier market shares and profits variations with carrier j price discrimination strat-

egy.
P ooner €-cent Si S; Sk IT(000.000€) IT(000.000€) IT,(000.000€)
10 46% 41% 13% 1.168 937 363
11 46,2% 39.8% 14% 1.178 928 378
12 46,7% 38,7% 14,6% 1.187 920 393
13 473% 37,5% 15,2% 1.196 911 408
14 479% 36,4% 15,7% 1.206 900 423
15 48,4% 352% 16,3% 1.214 888 437
16 9% 34% 17% 1.223 877 452
17 49,6% 329% 17,5% 1.232 858 466
18 50,2% 31,8% 18% 1.241 841 481
19 50,8% 30,6% 18,6% 1.249 822 495
20 51,3% 29,5% 19,2% 1.257 802 510

Table 4. Carrier market shares and profits variations related to carrier j off-net prices.

P, fonet € S; S; Sk 17,(000.000€) 11,(000.000€) I1(000.000€)
cent
35 43,7%  44,.8% 11,5% 1.132 983 312
36 44.8%  42,6% 12,6% 1.150 965 340
37 458%  40,5% 13,7% 1.168 945 368
38 46,9% 38,4% 14,7% 1.186 923 395
39 50% 36,2% 15,8% 1.203 900 422
40 49 % 34% 17 % 1.223 877 452
41 50% 32% 18% 1.235 846 476
42 51,2% 29,8% 19% 1.251 815 503
43 522% 27,7% 20,1% 1.266 781 529
44 53.3% 25.5% 21,2% 1.281 744 555
45 54,4%  23,4% 22,2% 1.295 704 582

Table 5. Carrier market shares and profits variations with carrier k price discrimination strat-

egy.
P on-net € S; S; Sk 17,(000.000€) IL,(000.000€) I1,(000.000€)
cent

15 47,6%  32,7% 19,7% 1.197 845 505

16 47,9% 33% 19,1% 1.202 851 494

17 482%  332% 18,6% 1.206 857 484

18 48,5%  33,5% 18% 1.211 862 473

19 48, 7%  33.8% 17,5% 1.215 868 461

20 49 % 34% 17 % 1.223 877 452

21 493% 344% 163% 1.225 880 437

22 49,6%  34,6% 15)7% 1.228 885 425

23 499%  349% 152% 1.232 891 412

% % 4,7% 1.236 897 399

1.240 902 386

Ol Ll Zyl_ﬂbl
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Table 6. Carrier market shares and profits variations related to carrier k off-net prices.

P i E-cent _S; S, S, II(000.000€) IT,(000.000€) _IT,(000.000€)
30 422% 213% 30,5% 1.106 727 699
31 43.6% 28.6% 27.8% 1.130 758 655
32 449%  30%  25,1% 1.153 788 608
33 463% 314% 22,3% 1.176 817 559
34 476% 327% 19,6% 1.198 846 506
35 9% 34% 17% 1.223 877 452
36 504% 354%  142% 1.240 901 389
37 51.8% 36,8% 11,4% 1.259 929 324
38 53.1% 382% 8% 1.278 955 255
39 545% 39,5% 6% 1.296 981 181
40 559% 409%  32% 1.314 1.006 101

prices reduction then the on net one. This result is due to the great sensibility of net-
work j subscribers to the variations in off-net price. In fact, the carrier j customers
send the off net traffic volume higher than on net one. Carrier j off net prices reduc-
tion impact is particularly intensive on carrier k (the smallest one); in fact the carrier j
market share increase is due to the consumers migrating from carrier k. On the con-
trary, this strategy has a low impact on carrier i because of its high level of brand
loyalty. In tables 5 and 6 is shown that this strategy is absolutely not profitable for the
smallest carrier k; his best competitive behaviour is to set the same price for off-net
and on-net calls not differentiating at all.

4 Conclusions

The analysis of competition of mobile telecommunications market shows that the
price discrimination strategy may have a different impact on market shares and profits
depending on the carrier relative market dimensions. In fact, for the leader, the dis-
criminating prices choice with respect to the destination network, has the aim to in-
crease it own market share; in such way, as a consequence on its own market power,
it imposes exit barriers for consumers and entry barrier for the potential new entrant.
Thus, this price discrimination strategy represent a threat for the other carriers, espe-
cially for the smallest ones. For these reasons, the intervention of Regulation Author-
ity is particularly requested. The price discrimination strategy is inefficient for fol-
lowers, both in terms of profits and in terms of market shares.
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Abstract. The congestion control and avoidance algorithms can be divided into
source and link algorithms. The source algorithms are based on ‘ pipe‘ model;
which includes TCP Tahoe, TCP Reno, TCP NewReno, SACK and TCP Ve-
gas. In this paper, we present a novel congestion control source algorithm-
FAV (Forecast And Verify), which measures packets delay to forecast whether
there will be congestion in network, and uses ECN to verify whether the fore-
cast is precise or not. Experiments are performed by ns2 to compare FAV with
TCP Reno and TCP Vegas, and the results imply that FAV algorithm can de-
crease loss rate and link delay efficiently, and keep link utilization high. We
think FAV can control the congestion better than other source algorithms.

1 Introduction

Controlling network traffic and decreasing congestion are the efficient methods to
increase network performance. The early TCP congestion control and avoidance
algorithms [1],[2] regard the network as ‘black box’. The data source increases the
traffic by enlarging the sending window size continually till some packets are
dropped by router, and the source uses this method to judge congestion. This type of
algorithm has to suffer relatively high end-to-end delay and loss rate.

ECNJ[3] is presented to notify congestion explicitly. It uses the CE bit defined in
TOS field of IP packet head to imply that congestion has taken place in the network,
instead of using packet dropping simply. However, because of link delay, ECN can’t
notify currently network congestion condition.

In order to perceive congestion earlier and control sending rate efficiently, we have
designed an algorithm to notify congestion ahead in which destination uses forecast
mechanism to judge the queue length change trend of congestion node.

The paper is organized as follows. Section II introduces related works. Section III
describes FAV algorithm. Section IV presents our experiments using ns2 [4] and
result analysis. At last, we draw a conclusion and introduce future works.

* This work was supported by the Natural Science Foundation of China (No 90104002,
602030255::603030065::60373010)-mand-mNational 973 Project Fund of China (No
2003CB314801).

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 199-206, 2004.
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2 Related Works

Wang and Crowcroft’s DUAL algorithm [5] is based on reacting to this increase of
the round-trip delay. The congestion window normally increases as in Reno, but
every two round-trip delays the algorithm checks to see if current RTT is larger than
the average of maximum and minimum RTTs. If it is, then the algorithm decreases
the congestion window by one-eighth.

Jain’s CARD (Congestion Avoidance using Round-trip Delay) algorithm [6] is
based on an analytic derivation of an optimum window size for a deterministic net-
work.

Some of other algorithms are based on the flattening of the sending rate. In Wang
and Crowcroft’s Tri-S scheme[7], they increase the window size by one segment and
compare the throughput with the last one. If the difference is less than one-half of the
throughput achieved when the first segment is in transit, they decrease the window by
one segment.

TCP Vegas algorithm [8],[9] is a better approach with good performance. It is
based on controlling the amount of extra data, not only on dropped segments. Vegas
does the judgment at the source, so that the judgment based on the measurement of
RTT can’t imply the congestion link direction correctly.

3 FAYV Algorithm

3.1 Basic Model

Let us suppose that it is DropTail queue in gateways of network. The source A sends
packets by average rate A, and the length of packets is I,. The middle of the net-
work is the congestion node B, and C is the destination. We suppose that the for-
warding rate of node B is Ry, and let R; be // (normally R can be looked as a static

value). (see Fig 1).

A queue length = N B C
an TN TN
(A M2
\\\r’/ \\\J/,’ \ /,,
ECN| mark threshold=X

73

Fig. 1. Basic model

In this model, we suppose the congestion takes place at bottleneck node B, and the
rest of the network will never be congested. 71 and 7 2 are link delay, and 7 3 is
ACK packets delay. The maximum of node B queue length is N. After the queue
length-exceeds-threshold X the-packets.will be marked CE. In this paper, we use



A Novel ECN-Based Congestion Control and Avoidance Algorithm 201

several terms: the queue length of packet k means the queue length of congestion
node when the packet k enters queue. Average queue length of forecast group means
the average queue length of the forecast group.

3.2 Ingroup Forecast Formula

Because we suppose Ry = /L (it is a static variable), the forward time of a packet is
L The queue length when the packet enters the queue is in direct proportion to the
Ry

queuing delay in the congestion node.

At the same time, the clock of the source shows Cs and the clock of the destination
shows Cr; The time-stamp of packet is Ts; The time at which the destination receives
the packet is 7.; When the packet n arrives at congestion node B, the length of queue
in node B is /x ; The length of every packet is I, ; If the clock of source and destina-
tion is completely synchronous, the packets that have been sent from node A will be
delayed by Td. and arrive at C.

Td =T 1+T 2+ 00 x Lr

Ry
Because the clock of A and C may not be synchronous, the delay result we meas-
ure is

Td'w = Tdy +¢ =T 14T 2+ 0n x Lo 47 (£=Cr-Cs)
Ry

In order to eliminate the clock error ¢ and link delay 7 1 and 7 2, we make dif-
ference with nearby packets delay.
Td's - Td'w-1=(ln - Ln - 1) x Lo therefore,

Ry
we can get recursion to dispel parameters R and [,,.
Td'n—Td'n—l
Kn = andgn—ﬁnfl=Kn><(£nfl—£n72)
Td'n—l—Td'n—2

We define the forecast formula within group as:
On =(Kn+1)>< On-1-Knx ln-2 (EUZO,EIIU
We use the formula to forecast the queue length of congestion node when the
packet n enters the queue.

3.3 Intergroup Forecast Formula
To judge whether the average queue length of next forecast group will be over

threshold X, we calculate the average queue length of forecast group n by this for-
mula.
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S

ka

E[/l].= kzjg , S is the number of packets received within forecast group n, and

[, is the forecast queue length of packet n. We define the intergroup forecast formula
as E[/]n+1= E[{]n. It is based on the calculation of average queue length of cur-

rent group to forecast the network traffic within next RTT.

3.4 FAYV Algorithm

FAYV algorithm runs in the destination and controls the source-sending rate by mark-
ing ACK. The goal of FAV algorithm is to keep average queue length within a fore-
cast group nearby the ECN mark threshold, but we can’t know the threshold X. So we
use X to approximate X.

When the destination receives data packets, it computes K» and £» by measur-
ing Td'». If X is larger than /» and Pck, we let X be ln-1.1f X is smaller
than /» and PcE, welet X be £n + 1 . At the beginning of the algorithm we ini-
tialize X with 0. We modify X by comparing the forecast result and CE-marked
packet. We use Pce to denote that the packet isn’t CE-marked, and use Pce to
denote that the packet is CE-marked.

Before the destination sends ACK, it computes E[/£]» and lets Diff be the differ-
ence of E[(]» and X . If Diff is larger than @X E[{]., the destination sends

Ppkec. 1f Diff is smaller than — @ X E[(]n , the destination sends P Nor . If Diff is
between X E[f]n and —a X E[{]., the destination sends ProLp . The ACK

includes: (1) PNOR, which is a normal ACK; (2) PDEC, which is DEC-marked ACK;
3) PHOLD, which is HOLD-marked ACK. The DEC and HOLD can be set in a bit in
TOS fields of IP packet head.

When the source receives ACK, if receiving Pnor , the source increases the win-
dow by one segment; if receiving Ppec, the source reduces the window by one-
eighth; if receiving ProLp , the source keeps the window unchanged.

4 NS Simulation and Result Analysis

The model we used to simulate the FAV algorithm is shown in Fig 2. The S, to S, are
the data sources and R, to R, are the destinations. We create the TCP connection from
every S. to R (1 <7 < n). Those connections share the congestion link that is from
router] to router2. We simulate and compare FAV algorithm with TCP Reno, TCP
Vegas, in which all the gateways are DropTail. When we simulate, we set these pa-
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rameters: & =1/8; the queue length of Routerl is 150; all the sources start at Os and
stop at 60s.

—

N —
(s1h
(SLAL Am)
“.5Mb, Sms S, 5ms

° s °

. \\ /,/“\\ ) /h\\\ /// .
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Fig. 2. Simulation topology
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Fig. 3. Simulation Result (§Mbps)

Table 1. Statistic of Experiment 1

Tndex (average) FA Ve- Reno FAV/Vega FAV/Ren

\ gas S 0
Loss Rate (%) 35 6.3 143  55% 24%
Utilization (%)  86.5 922  90.8 94% 95%
Delay (ms) 68 85 114 80% 60%

Experiment 1. When congestion link bandwidth is 8Mbps, we measure the Loss
Rate, Utilization and Delay in bottleneck link. (See Fig 3 and table 1).
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When the congestion link bandwidth is 8Mbps and the number of flows is less than
60, the loss rate of TCP Vegas algorithm is the lowest. But when the number of flows
of network increases continually, the loss rate of TCP Vegas and TCP Reno increases
very fast. At the same time, the loss rate of FAV still keeps low, and it is half of TCP
Vegas’s and quarter of TCP Reno’s. Because FAV flattens the data traffic, the utili-
zation is a little lower than TCP Vegas and TCP Reno. When the number of flows is
over 30, the packets delay of FAV will be the lowest.

Experiment 2. When congestion link bandwidth is 16Mbps, we measure the Loss
Rate, Utilization and Delay in bottleneck link. (See Fig 4 and Table 2).

Congest Link Bandwidth=16 Congest Link Bandwidth=16
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Fig. 4. Simulation Result (16Mbps)

Table 2. Statistic of Experiment 2

Tndex (average) FAV V:as Reno FASV/V ega FAOVfRen
Loss Rate (%) 2.8 5.5 13.1  51% 21%
Utilization (%)  87.1 84.6 90.0 103% 97%
Delay (ms) 43 47 63 91% 68%

As we can see, when the congestion link bandwidth is 16Mb and the number of
flows is less than 60, the loss rate of TCP Vegas algorithm is still the lowest. But
when the number of flows of network increases continually, the loss rate of FAV still
keeps low, and it is half of TCP Vegas’s and one-fifth of TCP Reno’s. When the
congestion link bandwidth increases, the utilization of FAV remains steady, and is
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close to the performance of TCP Vegas and TCP Reno. At the same time the packets
delay of FAV will be the lowest.

We can conclude from these experiments that the loss rate of FAV decreases obvi-
ously compared with TCP Vegas and TCP Reno. Therefore, the FAV algorithm re-
duces the retransmission packets and network load efficiently. With the loss rate de-
creasing, the end-to-end packets delay decreases too. When the congestion bandwidth
increases, FAV can achieve relatively high and steady link utilization.

Experiment 3. Fairness analyzing
We use the Fairness Index [10] to analyze the algorithm fairness.

We do the experiments when congestion bandwidth is 8Mbps,16Mbps and
32Mbps. (see Fig. 5)

0.9 —— ENb
-5 0,85 —=— 1AM
0.8 32

10 200 40 [aly] 81 100 120
Mumber of Flows

Fig. 5. Fairness Analyzing Simulation Result

The fairness parameters of FAV algorithm all exceed 0.92, and most of them are
larger than 0.95. When the number of flows is over 80, the fairness parameters reach
0.99. So we believe that the fairness of FAV is well.

5 Conclusion and Future Work

Usually, the classical congestion control source algorithms apperceive packet loss or
measure packets delay at the source to judge whether the network is congested or not.
Because of existing link delay, it is difficult to judge the network congestion condi-
tion precisely and control the congestion efficiently. FAV algorithm forecasts the
queue length of congestion node by measuring packets delay at destination, and it can
forecast whether there will be congestion in the network and uses ECN to verify
whether the forecast is precise or not. We believe FAV can control the congestion
better. First, FAV reduces the loss rate efficiently using intergroup forecast to control
data sending rate; Second, FAV decreases packets delay too; Third, FAV can adapt to
the change,of network traffic by using ingroup forecast and ECN-based verification
mechanism, and it can keep network utilization high; Fourth, FAV can judge whether
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the congestion takes place in data sending link precisely by using receiver-drive
mechanism.

Our paper is based on forecast idea to study the congestion control. We still need
to solve a lot of problems in future work. First, when the lengths of packets are vari-
able, we cannot presuppose the forwarding delay of every packet in the basic model.
We must find a novel forecast formula. Second, since we suppose the network only
has a single congestion link, in the future we should consider the condition in which
the network has multi congestion links; Third, FAV is the source algorithm. If we
combine the FAV with link algorithm (e.g. Random Early Detection, RED [11]), it is
likely to achieve better performance.
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Abstract. We propose a new approach to fault detection and diagnosis
in third-generation (3G) cellular networks using competitive neural algo-
rithms. For density estimation purposes, a given neural model is trained
with data vectors representing normal behavior of a CDMA2000 cellular
system. After training, a normality profile is built from the sample dis-
tribution of the quantization errors of the training vectors. Then, we find
empirical confidence intervals for testing hypotheses of normal/abnormal
functioning of the cellular network. The trained network is also used to
generate inference rules that identify the causes of the faults. We com-
pare the performance of four neural algorithms and the results suggest
that the proposed approaches outperform current methods.

1 Introduction

The third generation (3G) of wireless systems promise to provide mobile users
with ubiquitous access to multimedia information services, providing higher data
rates by means of new radio access technologies, such as UMTS, WCDMA and
CDMA2000 [1]. This multi-service aspect brings totally new requirements into
network optimization process and radio resource management algorithms, which
differ significantly from traditional speech-dominated second generation (2G) ap-
proach. Because of these requirements, operation and maintenance of 3G cellular
networks will be challenging.

The goal of this paper is to propose straightforward methods to deal with
fault detection and diagnosis (FDD) of 3G cellular systems using competitive
learning algorithms [2]. We formalize our approach within the context of statis-
tical hypothesis testing, comparing the performance of four neural algorithms
(WEA ESCL.. SOM and, Neural-Gas)We show through simulations that the
proposed methods outperform current standard approaches for FDD tasks. We
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also evaluate the sensitivity of the proposed approaches to changes in the train-
ing parameters of the neural models, such as number of neurons and the number
of training epochs.

The remainder of the paper is organized as follows. In Section 2, we describe
the neural models and the data for training them. In Section 3, we introduce
a general approach for the fault detection task and a method to generating
inference rules from a trained neural model. Computer simulations for several
scenarios of the cellular system are presented in Section 4. The paper is concluded
in Section 5.

2 Competitive Neural Models

Competitive learning models are based on the concept of winning neuron, defined
as the one whose weight vector is the closest to the current input vector. During
the learning phase, the weights of the winning neurons are modified incrementally
in order to extract average features from the input patterns. Using Euclidean
distance, the simplest strategy to find the winning neuron, i*(¢), is given by:

() = argmin |[x(t) — wi(t)]] (1)

where x(t) € R" denotes the current input vector, w;(t) € R™ is the weight
vector of neuron i, and t symbolizes the iterations of the algorithm. Then, the
weight vector of the winning neuron is modified as follows:

Wi (E 4 1) = Wi (1) + 0(t)[x(t) — wi-(1)] (2)

where 0 < 7(t) < 1 is the learning rate, which should decay with time to guaran-
tee convergence of the weight vectors to stable states. The competitive learning
strategy in (1) and (2) are referred to as Winner-Take-All (WTA), since only the
winning neuron has its weight vector modified per iteration of the algorithm. In
addition to the plain WTA, we also simulate three simple variants of it, namely:
(1) the Frequency-Sensitive Competitive Learning (FSCL) [3], the well-known
Self-Organizing Map (SOM) [4], and the Neural-Gas algorithm (NGA) [5].

To evaluate the performance of these competitive models on FDD tasks we
need to define a set of KPIs (Key Parameter Indicators), which consist of a
number of variables responsible for monitoring the QoS of a cellular system.
These KPIs are gathered, for example, from the cellular system’s operator, drive
tests, customer complaints or protocol analyzers, and put together in a pattern
vector x(t), which summarizes the state of the system at time ¢:

x(t) = [KPI,(t) KPIy(t) --- KPIL,#)]" (3)

where n is the number of KPIs chosen. Among the huge amount of KPIs available
for selection, we have chosen the Number of Users, the Downlink Throughput (in
Kb/s), the Noise Rise (in dB), and the Other-Cells Interference (in dBm). The
dataytotrainthe neural modelsywere,generated by a static simulation tool. In
addition, each component x; is normalized to get zero mean and unity variance.



Competitive Neural Networks for Fault Detection 209

3 Fault Detection and Diagnosis via Competitive Models

Once we choose one of the neural models presented in Section 2 and train it with
state vectors x(t) collected during normal functioning of the cellular network (i.e.
no examples of abnormal features are available for training). After the training
phase is completed, we compute the quantization error associated to each state
vector x(t), t =1,..., N, used during training, as follows:

e(t) = [E@| = [x(t) — wi- ()]l (4)

where E(t) denotes the quantization error vector and ¢* is the winning neuron
for the state vector x(t). In other words, the quantization error is simply the
distance from the state vector x(t) to the weight vector w;«(t) of its winning
neuron. We refer to the distribution of N samples of quantization errors resulting
from the training vectors as the normality profile of the cellular system.

Using the normality profile we can then define a numerical interval represent-
ing normal behavior of the system by computing a lower and upper limits via
percentiles. In this paper, we are interested in an interval within which we can
find a given percentage p = 1 —a (e.g. p = 0.95) of normal values of the variable.
In Statistics jargon, the probability p defines the confidence level and, hence, the
normality interval [e,, ef] is then called (empirical) confidence interval. This
interval can then be used to classifying a new state vector into normal/abnormal
by means of a simple hypothesis test:

IF " ele,, el

THEN x" is NORMAL (5)
ELSE x"* is ABNORMAL

The null-hypothesis, Hy, and the alternative hypothesis, Hy, are defined as:

— Hy: The vector x™% reflects the NORMAL activity of the cellular system.
— H;y: The vector X" reflects the ABNORMAL activity of the cellular system.

Once a fault has been detected, it is necessary to investigate which of the
attributes (KPIs) of the problematic input vector are responsible for the fault.
From the weight vectors of a trained competitive neural model it is possible to
extract inference rules that can determine the faulty KPIs in order to invoke the
cellular network supervisor system to take any corrective action.

All the previous works generate inference rules through the analysis of the
clusters formed by a subset of the NORMAL/ABNORMAL state vectors [6].
This approach is not adequate for our purposes, since the state vectors reflect
only the normal functioning of the cellular network. We propose instead to eval-
uate the absolute values of the quantization errors of each KPI, computed for
each training state vector:

\E1(t){ lz1(t) — wi*l(t)I

ABS (E(t)) = ‘EQ.(t) |2 (2) *.wi*2(t)

I
—

2
N

|En ()] [ (t) = wien(2)]
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This approach is similar to that used in the fault detection task, but now we
built n sample distributions using the absolute values of each component of the
quantization error vector, E. For the detection task we used only one sample
distribution built from the norm of the quantization error vector, as described
in (4). Then, for all the sample distributions, {|E;(t)|}, t =1,...,N and j =
1,...,n, we compute the corresponding confidence intervals [|E} |, |EJ+| ], where
|E; | and |Ej+| are the lower and upper bounds of the j-th interval.

Thus, whenever an incoming state vector x"°" is signalized as abnormal by
the fault detection stage, we take the absolute value of each component E7“* of
the corresponding quantization error vector and execute the following test:

IF |B7| e [|E;|,|E]],
THEN z; is normal.
ELSE =z, is one (possible) cause of the fault.

In words, if the quantization error computed for the KPI z; is within the range
defined by the interval [|E} |, |Ej+\ ], then it is not responsible for the fault previ-
ously detected, otherwise it will be indicated as a possible cause of the detected
fault. If none of the KPIs are found to be faulty, then a false alarm will be
discovered and then corrected. Confidence levels of 95% and 99% are used.

4 Computer Simulations

The 3G cellular environment used for system simulations is macrocellular, with
two rings of interfering cells around the central one, resulting in a total of 19
cells. Other configurations are possible, with 1, 7 or 37 cells. All base stations use
omnidirectional antennas at 30 meters above ground level, and the RF propaga-
tion model is the classic Okumura-Hata for 900MHz carrier frequency. Quality
parameters, such as E,/N;*"9°" and maximum Noise Rise level are set to 5dB
and 6dB, respectively. The number of initial mobile users is 60, which can be
removed from the system by a power control algorithm. For each Monte Carlo
simulation (drop) of the celular environment, a set of KPIs is stored and used
for ANN training/testing procedures.

The first set of simulations evaluates the performance of the neural models,
by quantifying the occurrence of false alarms after training them. The chosen
network scenario corresponds to 100 mobile stations initially trying to connect
to 7 base stations. No shadow fading is considered, and only voice services are
allowed. Each data set corresponding to a specific network scenario is formed
by 500 state vectors (collected from 500 drops of the static simulation tool),
from which 400 vectors are selected randomly for training and the remaining
100 vectors are used for testing the neural models.

The results (in percentage) are organized in Table 1, where we show the
intervals found for two confidence levels (95% and 99%). For comparison pur-
posesswe showsthe tesults,obtaineddorthe single threshold approach. The error
rates were averaged for 100 independent training runs. For all neural models,
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Table 1. False alarm (FA) rates and confidence intervals for the various neural models.

Proposed Approach Approach by [7]

Model|| CI FA (95%) [ CI, FA (99%) CL FA (95%) | CI, FA (99%)
WTA ||[0.366, 1.534], 12.43| [0.074, 1.836], 5.41 {|[0.000, 0.465], 17.91|[0.000, 1.018], 7.13
FSCL ||[0.214, 1.923], 10.20]| [0.136, 4.584], 1.80 |{[0.000, 1.126], 12.20{[0.000, 0.385], 3.00
NGA || [0.277, 1.944], 9.50 |[0.1651, 4.218], 2.10}/[0.000, 1.329], 10.10{[0.000, 0.941], 2.30
SOM 0.361, 1.815], 8.75 | [0.187, 2.710], 1.43 ||[0.000, 1.122], 13.28|[0.000, 1.191], 2.71

Results for FSCL Results for SOM
T T T T T T

T T T
1111 Single Threshold 1111 Single Threshold
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Fig. 1. Error rates of false alarms versus (a) the number of neurons (FSCL) and (b)
the number of training epochs (SOM).

the number of neurons and the number of training epochs were set to 20 and 50,
respectively. As expected, the NGA/SOM models performed much better than
the WTA /FSCL models.

The second set of simulations evaluates the sensitivity of the neural models to
changes in their training parameters. The goal is to understand how the number
of neurons and the number of training epochs affect the occurrence of false alarms
after training the neural models. The results are shown in Figure 1. For each
case, we compare the interval-based approach proposed in this paper with the
single threshold presented in [7]. The chosen network scenario corresponds to
120 mobile stations initially trying to connect to 7 base stations, for which fast
and shadow fading are considered this time. Voice and data services are allowed.
For the sake of simplicity, results are shown for one neural model only, since
similar patterns are observed for the others.

For a, given value of saparameters(e.g. the number of neurons), the neu-
ral model is trained 100 times with different initial weights. For each training
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Table 2. Results (in percentage) for the joint fault detection and diagnosis tasks.
FA=false alarm, AA=Absence of alarm.

Neural p = 95% p =99 %

Model |[FA[AA[PERF| FA [AA[PERF
WTA ||5.54/0.00| 91.50 |2.20/0.04| 95.80
FSCL ||4.30/0.00| 92.83 |[1.10]0.00| 98.17
NGA |[5.54/0.00| 91.50 {|0.65{0.00| 99.00
SOM ||4.67|0.00| 92.80 |/0.98]0.00| 98.50

run, state vectors are selected randomly for the training and testing data sets.
Also, the ordering of presentation of the state vectors for each training epoch is
changed randomly. Then, the final value of the false alarm error rate is averaged
for 100 testing runs. These independent training and testing runs are necessary
to avoid biased estimates of the error rate.

In Figure 1a, the number of neurons is varied from 1 to 200, and each training
run lasts 50 epochs. In Figure 1b, the number of epochs is varied from 1 to 100,
while the number of neurons is fixed at 30. As a general conclusion, we can infer
that in average the proposed approach produces better results than the single
threshold method.

The last set of simulations evaluate the proposed methods for generating
inference rules from competitive ANNs. Table 2 depicts the obtained results,
averaged over 100 Monte Carlo simulations. ERROR I refers to the false-alarm
rate, while ERROR II refers to the absence-of-alarm rate. The indicator PERF
(%) denotes the mean accuracy of the FDD system and it is computed as
PERF =100-(1— ERRORS/S), where S is the total number of state vectors
used for testing. For each simulation, there were 8 state vectors corresponding to
ABNORMAL conditions of the cellular network, and 52 state vectors reflecting
NORMAL conditions. Thus, we have S = 60. One can infer that the maximum
possible value of FRRORS is S, reached only in the case of a very unreliable
FDD system.

Two faulty state vectors per KPI were simulated by adding or subtracting
random values obtained from Gaussian distributions with standard deviations
greater than 1. The underlying idea of this procedure is to generate random
values outside the range of normality of each KPI, and then, to test the sensitivity
of the FDD system. It is worth emphasizing that all neural models performed
very well, irrespective to their performances in the fault detection task. The only
remaining error is the false alarm, which is the less crucial in a cellular network.
Even this type of error has presented a very low rate of occurrence. All the
ABNORMAL vectors have been found and his causes correctly assigned, i.e., all
the faulty KPIs inserted in each ABNORMAL state vector have been detected.
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5 Conclusion

In this paper we proposed general methods for fault detection and diagnosis
in 3G cellular networks using competitive neural models. Unlike the available
qualitative methods [8,9,10], the approach we took is focused on quantitative
(numerical) results, more adequate for online performance analysis, being based
on a statistically-oriented and widely accepted method of computing confidence
intervals. Our methods outperformed current available single-threshold methods
for FDD tasks.

Acknowledgements. The authors thank CPgD Telecom&IT Solutions/Insti-
tuto Atlantico for the financial support. The first author also thanks CNPq
(DCR: 305275/2002-0).
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Abstract. We propose to study the performance of an unslotted optical
MAN ring operating with asynchronous variable length optical packets.
Source stations are connected to the optical ring. They take electronic
packets coming from client layers and convert them into optical packets.
The MAC protocol is based on the synchronous ”empty slot” procedure.
The performance model of the ring is based on an M/G/1 queue whith
multiple priority classes of packets, and a preemptive Repeat-Identical
service policy. Using the busy-period analysis technique, joint queue-
length probability distribution is computed and exact packet delays at
each source are given for different packet length distributions. Practical
applications of the model are considered in order to see the impact of
input parameters (packet length distributions, rank of the station) on
performance measures.

1 Introduction

Packet format is one of the most important issues in the network concept since
it has a major influence on the overall Quality of Qervice (QoS) the network
is able to deliver to users. Packet format is of prime importance in a network
performance in terms of end to end delay and of bandwidth loss. In this pa-
per, we focus on the optical MAN which consists of several unidirectionnal
optical physical rings interconnected by a centralised Hub. A ring within the
MAN interconnects several nodes and consists of one or more fibres each oper-
ated in DWDM regime. We restrict to the case where all the stations transmit
their packets in one wavelength, so for us the ring represents a wavelength. The
multi-server case will be addressed in a future work. Sources generate packets (
for example IP, or Ethernet packets) and an electronical/optical interface per-
forms several operations which transform a variable length packet from the client
domain into an optical packet. An optical packet transport network may work
with either synchronous or asynchronous operation, being also called slotted or
unslotted network respectively. Of prime importance are the questions of the op-
tical packet format. Structuring the information (payload) into optical packets
may be done according to different schemes : fixed length packets or variable
length.packetsFixed dength.packetsshave been extensively considered with the
ATM technology. This packet format is a frequent choice in slotted networks

J.N. de Souza et al. (Eds.):| ICT 2004, LNCS 3124, pp. 214-220, 2004.
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[1], all packets have the same size and are transmitted in a single slot. In the
case the client packets are too long to be transmitted by a single slot, they are
segmented into several packets which are treated as independant entities each
with its own header. The advantage of fixed length packets are numerous since
all the telecom techniques ( traffic shaping, load balancing,...) can be adopted to
really support different classes of service . But the problem is the choice of the
packet size, and the guard time repetition in consecutive slots which can lead to
inefficient bandwitdth utilization. Variable length packets can be used in slotted
or unslotted networks. In the case of slotted networks, they are called slotted
variable length packets or ”train of slots” [5]. Packets may have variable sizes as
long as they are multiples of a basic time slot. The packet fit a sequence of slots,
no slot belonging to other packets can be inserted between them. This choice
allows to use a single header for the whole packet, which reduces the waste of
bandwidth. In unslotted networks, very few papers have been written about the
issues related to the optical packet format. In this case, the packet format can
be fixed or variable. For variable length packets, each packet has an arbitrary
dimension not necessarily a multiple of a time-unit as slotted variable length
packets. So no padding is required as in fixed length packet (slotted or unslotted
networks), and slotted variable length packets. This results in higher bandwidth
utilisation than previous solutions. Another advantage of asynchronous variable
length packets is that the optical network don’t need optical synchronisation.
The MAC protocol studied is based on an empty slot procedure in order to
avoid collisions at source nodes. The upstream station has the highest priority,
so packets can be transmitted on the wavelength at any time. The priority of a
station for transmission decreases when we go downstream on the wavelength. A
station can transmit a packet if it finds a gap (corresponding to the idle period of
previous stations on the ring) large enough to accomodate the packet. This gives
advantage to upstream nodes, so a given node can be starved by transmissions
of previous nodes. In addition, gaps can be too short to accomodate any packet.
It results a waste in bandwidth and an increase of the waiting times. This phe-
nomenon depends closely on packet length distributions, and imposes a deeper
analysis. To the best of our knowledge, there are no published works trying to
give modeling tools for this problem. We use mathematical models to solve this
problem. We define a queueing model based on the M/G/1 queue with multiple
priority classes of packets and preemptive repeat- identical service policy which
has been completely solved in [2]. We have stated the stability conditions re-
quired in order to have finite queue lengths. Thus queue-length distributions are
computed and mean delays at each source are given under various configurations.
This paper is organized as follows. In section 2, we present the queueing model
which allow us to study the performance of the optical ring. In section 3, we give
mathematical equations required to the performance analysis. In section 4, the
queueing model is tested and numerical results of the performance measures are
showed. Mean packet delays curves of variable length optical packets are plotted
and allow us to see the impact of input parameters. Finally, some concluding
remarks and prospects for future work are given.
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2  Queueing Model

We define an analytical model in order to compute mean packet delays at any
source station. The model will provide performance measures for asynchronous
variable length packet. It is based on an M/G/1 with multiple priority classes
of customers. The service policy is preemptive repeat-identical. Let n be the
number of stations connected to the ring. Each station is identified by an index
i( 1 < i < n) which increases when we go downstream in the ring. We suppose
that the arrival rate in each station i follows a Poisson process with rate A;. Let
S; represents the service time of optical packets of station i. Queueing model is
based on the M/G/1 with n priority classes of customers corresponding to the
n source stations. Each station (so its packets) has a level of priority defined by
the empty slot protocol. Station 1 contains packets of class 1, it has the highest
priority because it is the upstream station in the ring. Any source station i
contains packets of priority ¢ which is lower than priorities of station 1,...,7—1
(corresponding to packets of stations 1...,7 — 1 ) but higher than priorities
i+1...,n (packets of stations i + 1...,n) .

3 Performance Evaluation Analysis

In the real system, a station ¢ begins sending when it finds a gap larger than
the size of the packet to send. This is equivalent to assume that station i be-
gins sending as soon as a gap is detected, but it interrupts emission if the gap
in not large enough, i.e. as soon as a packet arrives on the ring coming from
stations 1,...,7 — 1, and tries again at the next gap: this amounts to represent
(without any approximation) a station ¢ as a M/G/1 system with preemptive
repeat-identical service [2] receiving two kinds of customers : packets of class
i and the flow of packets from upstream stations having the highest priority (
classes 1, ..., i-1). The M/G/1 queue with multiple priority classes and preemp-
tive repeat-identical service policy has been already studied, see e.g. [2]. For each
station 4, we analyze the busy period of the M/G/1 generated by the flows from
stations 1,2,...,i — 1 (flows i + 1,...,n have a lower priority and so have no
influence). This allows to compute the joint queue-length probability distribu-
tions as presented in [2]. According to the model description, the queue-length
state of station ¢ depends especially on the busy period generated by stations
1...,7— 1 and the service time policy. So let for each station i the following
random variables : H; is the busy period generated by the station, C; is the
completion time (the elapsed time from the instant that the class i packet first
receives service until the time it completes service), it is the real service time of
the packets, M; : is the queue-length and D; is the packet delay. Queue-length
process of any source station 7 is completely defined by the busy period density
generated by sources 1,...,i—1 (denoted H;_1) and the completion time density
C;. The service policy is preemptive repeat-identical, because an optical packet
repeatsyitsserviceuntildtfinds anuninterrupted time duration of length equal
to the service time S;.
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3.1 Mean Marginal Queue-Lengths and Mean Delays

The case of station 1 is easy because it has the higher priority, so it doesn’t
depend on the other stations. It amounts to study an M/G/1 with one input
flow A1, and completion time as service time S;. In [3], probability distributions
of the queue length and the busy period have been presented. E (M) is :

ME(ST)

E(My) :AlE(Sl)—i_TE(Sl) (1)

We study the case of a station ¢ where 2 < 7 < n. In [2] queue-length
probability distributions are computed for any station ¢. A station 4 can be
represented by an M/G/1 with arrivals \; and A;,_1 = Z;;ll Aj, where A,
represents the rate arrival of packets which interrupts packet services of station 1.
As A;_1 generates a busy period H;_1, so probability distribution of C; depends
on the probability distribution of H;_; [2]. E(C}) is :

1
Ay

E(Ci) =] + B(H;)|[B(eh %) — 1] (2)

The busy period H; is either initiated by the arrival of a packet of station 4,
or by packets of stations 1,...,i—1:

)\i E(CZ) Ai,1 E(Hzfl)

BE(H;) = AL 1=NE(C) T A 1= NE(C) ¥

Probability distributions of completion-time C; and busy period H;_; lead
to the probability distribution equations of M; [2]. E(M;) fori =2...,nis given
as follows :

E(H} )
21+ A1 E(H;—1))

_ E(C?)
E(M;) = ME(C;) + Ao\ T E

( (C4))
where E(C?) and E(H?) are obtained from their probability distributions

given in [2]. Using Little theorem, we can derive the delay at each station i :
E(D;) = M E(M;).

2
+ A 5 (4)

3.2 Stability Condition

We give now necessary and sufficient conditions for all the queues to be stable.
As explained in [2], the condition \;E(C;) < 1, ¢ =1...,n is necessary but not
always sufficient in order to have a stable system. The goal of stability condition
is to have E(M;) < oo,V1 < i < n. So we must have E(C?) and E(H? ;) to be
finite (we will see that there is no problem with others terms). We present in the
following two cases of packet length distributions : deterministic, and general.

e deterministic : stability condition implies that E(M;) < oo, E(H;) < 0o, and
E(H?) <005 (C3) <005 L (Ms)<-00:8 (H2) < 0o, E(H3) < 00, E(C3) < o0,
B(M3) < 00, ..., and Vi < n : BE(H? ;) < oo, E(H;—1) < oo, E(C?) < o0,
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Fig. 1. Mean packet delays (in ps) versus the rank of the station for deterministic
packet length distribution

E(M;) < co. So the stability condition is sufficient. It is also necessary because
if it is not verified, then the system is instable.
e general case: stability condition implies that : F(M;) < oo, E(H;) < oo and
E(H?) < oo, and Vi = 2,...,n E(H;) < oo, but not necessarily E(C?) < oo
and F(H?) < oo. Because exponential terms in E(C?) formula (see [2]) are not
always finite. For example, if \S; is an exponential random variable with mean
1/pi, we have to add the condition : u; > 24;_.

We explain now what the stability condition gives as conditions to the input
parameters. So we replace E(C;) by its formula. E(H;) (i=2, ..., n) can be
written in the case of preemptive repeat identical service policy as [2] :

E(H,) = p1+ Z;c:z)‘kwk W = LE(eAk—lsk —1) (5)
A= (p1 + 2222 Apwi)] A1

and p; = A\ E(S7). Then stability condition will give :

Aisy — .
Ai < m(l —(p +JZ=:2Ajwj))Vz €2...n], ;m <1 (6)

As explained before, for a deterministic packet length distribution, this con-
dition is necessary and sufficient. But in the general case, it is necessary but
not sufficient in order to have finite queue lengths. For example, for exponen-
tial distributions of packet lengths we have to add the condition u; > 24;_1
Vie2, ...,n.
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Fig. 2. Mean packet delays (in us) versus the rank of the station for exponential packet
length distribution

4 Numerical Results

We present in this section mean packet delays for different values of input param-
eters. For all figures, we have supposed 10 source stations and a ring transmission
rate of 10 Gbit/s. The packet length distribution is the same for each station.
Packet delays values are given in pus. The goal is to see the main parameters
that influence packet delays. The rank of the station in the ring has certainly
an impact on the delays (rank 1 corresponds to the priority 1, .... rank 10 to
the priority 10). Another parameter to see is the packet length distribution. We
have supposed different optical packet lengths obtained from different electron-
ical packet lengths. According to real IP traffic measurements [4], three lengths
of electronical packets have been considered : 40 bytes, 552 bytes and 1500 bytes.
Optical packets are then defined according to the VLP optical packet format.
The optical packet is represented by a payload (filled by an electronical packet),
a guard time (50 ns), a packet header of 5 bytes, and synchronisation preamble of
4 bytes. In Fig. 1, mean packet delays versus the rank of the station are showed
for deterministic packet length distribution. Each station has an input bitrate
of 500 Mbits/s. Three curves are plotted for both figures. The lowest one (resp.
the highest one) corresponds to IP packets of length equal to 40 bytes (resp.
1500 bytes). The middle curve shows the real IP packet length distribution [4]
defined by : 40 bytes (0.6) , 552 bytes (0.25) and 1500 bytes (0.15). We can
easily see the impact of the packet length on packet delays. When the size of
the packet increases it may be difficult to find a gap large enough to insert the
packet. So packet delays increase. Also, when the rank of the station increases
(which means that its priority decreases), packet delay increases too. In Fig. 2,
assuimptions are the same thaninFig. 1. except the packet length distribution
which is exponential. We can see that packet delays are higher than in the de-
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terministic case especially when the packet length increases (for 1500 bytes).
When the input bitrate is 1 Gbits/s, we have remark that mean packet delays
are largely higher, and stability conditions were rapidly not verified (for a rank
upper than 5).

5 Conclusion

The main contribution of this paper is the definition of a queueing model which
provide the performance analysis of an asynchronous optical MAN ring for VLP
packets. Results have shown clearly the impact of the packet length distribution
on packet delays.
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Abstract. In the highly competitive telecommunications environment of today
a service provider must continually evolve its network and enable new revenue-
generating services faster and more cost effectively than the competition. These
services should create value for the end users by satisfying all their functional
requirements in an efficient manner, and they should be delivered with simplic-
ity and ease of provisioning. This paper focuses on the transition from a re-
quirements capture and analysis phase to a service analysis phase in the frame-
work of an object-oriented service creation methodology, by considering the
internal structure and the functionality of a telematic service. After the exami-
nation of the main activities that take place in the service analysis phase and the
identification of the main artifacts that are produced during them, the overall
service development process is highlighted, and the paper attempts to validate,
through several service creation experiments, not only the service analysis
phase, but also the overall service creation methodology. Finally, the validation
results are discussed and further evaluation actions are briefly outlined.

1 Introduction

Increased competition, regulatory changes and the convergence of network technolo-
gies are causing service providers to look for innovative telecommunications services
(telematic services) to differentiate their offerings and gain a competitive advantage.
Telecommunication networks are gradually evolving towards integrated services net-
works or Multi-Service Networks (MSNs), which are networks capable of supporting
a wide range of services. In MSNs, services are viewed as value adding distributed
applications, composed using more elementary facilities available underneath through
specialised Application Programming Interfaces (APIs) and operating on top of a
general purpose communications subsystem.

For this reason, the emphasis is placed on the telecommunication software and on
the rapid development of services upon open, programmable networks. Therefore, this
paper proposes a structured service creation approach, emphasizing service analysis
activities, that offers a viable service paradigm inside an open deregulated multi-
provider telecommunications market place and is compatible with and influenced by
the state of the art service creation technologies of Open Service Access (OSA), Par-
laysand-JavasAPIs forsIntegrated:Networks: (JAIN) [6], and conformant to the open

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 221-226, 2004.
© Springer-Verlag Berlin Heidelberg 2004



222 D.X. Adamopoulos and C.A. Papandreou

service architectural framework specified by the Telecommunications Information
Networking Architecture Consortium (TINA-C) [2][8]. The practical usefulness and
efficiency of the proposed approach is ensured by extensive validation attempts with
various services, involving comparative examination and experimentation with the
use of different development environments.

2 Analysing Service Requirements

Service analysis activities constitute the service analysis phase in the service creation
methodology, which is proposed to have an iterative and incremental, use case driven
character. An iterative service creation life cycle is adopted, which is based on suc-
cessive enlargement and refinement of a telematic service through multiple service
development cycles within each one the service grows as it is enriched with new
functions. More specifically, after the requirements capture and analysis phase, serv-
ice development proceeds in a service formation phase, through a series of service
development cycles. Each cycle tackles a relatively small set of service requirements,
proceeding through service analysis, service design, service implementation and vali-
dation, and service testing. The service grows incrementally as each cycle is com-
pleted.

............ Use Cases Service
E;J:ergla“s(:) < (expanded, [T Conceptual
9 :""P essential) < > Model
. 3 ¥
' | SRR RS S —— 4
|
H
dependency on ] Service
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H Diagrams
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i
|
i
:____ Ospeerr\g:i::n Service State
Contracts Diagrams

Fig. 1. Service analysis phase artifact dependencies

The aim of the service analysis phase is to determine the functionality needed for
satisfying the service requirements and to define the software architecture of the
service implementation. For this reason, the focal point shifts from the service bound-
ary to the internal service structure [1]. The most important activities of this phase are
examined in the following sections. The dependencies between the artifacts produced
can be seen in Fig. 1.

2.1 Definition of Service Conceptual Models

The service analysis phase is the first phase of the service creation process where the
telematic service is decomposed into its constituent parts, with the appropriate rela-
tionships among them, in an attempt to gain an overall understanding of the service.
The resulting (main) service conceptual model involves identifying a rich set of serv-
ice concepts (Information Objects, 10s) regarding the service under examination by
investigatingtherservicerdomainsandsbyranalysing the essential use cases [7].
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The main service conceptual model is accompanied by a set of ancillary service
conceptual models. These models are derived by (and correspond to) a number of ge-
neric information models deduced from the TINA-C service architecture [8] and
complement semantically the main service conceptual model with useful session re-
lated concepts and structures [3].

The following steps specify the main service conceptual model:

Step 1: 1dentify the service concepts.

A central task when creating a service conceptual model is the identification of the
service concepts. Two techniques are proposed for the identification of service con-
cepts. The first is based on the use of a service concept category list, which contains
categories that are usually worth considering, though not in any particular order of
importance. Another useful technique is to consider the noun phrases in the text of the
expanded use cases as candidate service concepts or attributes.

Step 2: 1dentify associations between the service concepts.

After identifying the service concepts, it is also necessary to identify those asso-
ciations of the service concepts that are needed to satisfy the information require-
ments of the current use case(s) under development and which aid the comprehension
of the service conceptual model. The associations that should be considered in order
to be included in a service conceptual model are the associations for which the service
requirements suggest or imply that knowledge of the relationship that they present
needs to be preserved for some duration (“need-to-know” associations) or are other-
wise strongly suggested in the service developer’s perception of the problem domain.
Step 3: 1dentify attributes of the service concepts.

A service conceptual model should include all the attributes of the identified serv-
ice concepts for which the service requirements suggest or imply a need to remember
information. These attributes should preferably be simple attributes or pure data val-
ues. Caution is needed to avoid modelling a (complex) service concept as an attribute
or relating two service concepts with an attribute instead of an association.

Step 4: Draw the main service conceptual model.

Adding the identified type hierarchies, associations and attributes to the initial
service conceptual model, forms the main service conceptual model. It has to be noted
that a verb phrase should be used for naming an association, in such a way that the as-
sociation’s name together with the names of the service concepts that it relates create
a sequence that is readable and meaningful.

The proposed methodology considers the TINA-C service architecture (which has
a direct and significant influence to subsequent service creation technologies) in a
critical manner with the intention to extract from it useful concepts and guidelines /
techniques. Taking into account the generic TINA-C session related information
models [1] and the different types of sessions that can be established between busi-
ness administrative domains, access sessions can be classified according to the spe-
cialisation hierarchy shown in Fig. 2(a). The access session related service 10s and
their relationships are depicted in the information model of Fig. 2(b). In this figure,
the Domain Access Session (D_AS) service 10 is associated with a particular domain
and represents the generic information required to establish and support access inter-
actions between two domains. Furthermore, it is specialised into UD_AS (managed
by the user), PD_AS (managed by the provider) and PeerD_AS service 10s, as each
D_AS is associated with a particular access role.
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Fig. 2. Important access session related information models: (a) Classification of the access
session, (b) The access session information model

Service sessions can be classified according to the specialisation hierarchy shown
in Figure 3(a). The service session related service IOs and their relationships are de-
picted in the information model of Figure 3(b). Every service session consists of us-
age and provider service sessions. Each member of a session, i.e. an end-user, a re-
source or another session, is associated with a usage service session.
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Fig. 3. Important service session related information models: (a) Classification of the service
session, (b) The service session information model

2.2 Definition of Service Sequence Diagrams and Service Operation Contracts

A service sequence diagram should be done for the typical course of events of each
use case and sometimes for the most important alternative courses. It depicts, for a
particular course of events within a use case, the external actors that interact directly
with the service, the service (as a black box), and the service events that the actors
generate. Service events (and their associated service operations) should be expressed
in an abstract way, emphasising their intention, and not in an implementation specific
manner [7].

The behaviour of a service is further defined by service operation contracts, as they
describe the effect of service operations upon the service. Their creation is dependent
on the prior development of use cases and service sequence diagrams, and on the
identification of service operations. UML contains support for defining service con-
tracts by allowing the definition of pre- and post-conditions of service operations [4].
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3 The Validation Approach

The proposed service creation methodology (and thus its service analysis phase) was
validated and its true practical value and applicability was ensured as it was applied to
the design and development of a real complex representative telematic service (a
MultiMedia Conferencing Service for Education and Training, MMCS-ET). More
specifically, a variety of scenarios / use cases were considered involving the support
of session management requirements (session establishment, modification, suspen-
sion, resumption, and shutdown), interaction requirements (audio / video, text, and
file communication), and collaboration support requirements (chat facility, file ex-
change facility, and voting). Due to the incremental and iterative nature of the pro-
posed methodology these use cases were examined in nine (9) service development
cycles covering a time period of almost two (2) years.

Further validation attempts of the proposed methodology and examination of its
usefulness, correctness, consistency, flexibility, effectiveness and efficiency, involved
a variety of service creation activities for different telecommunications services (actu-
ally service scenarios) using different development approaches. More specifically, the
following telematic services were considered: Distributed collaborative design, dis-
tributed case handling, remote monitoring, remote database access, remote database
utilisation, remote access to expertise, remote application running, entertainment on
demand (pay-per-view), remote consultation, social conversation.

These service scenarios were developed in a small scale (with a maximum of five
end-users) in both a business and an academic environment, by three (different) teams
of two service developers in three different (object-oriented) manners; namely using
the proposed service creation methodology, using an ad hoc approach and using a
widely accepted general purpose object-oriented software development methodology
(the Unified Process, UP). All service developers had similar knowledge and experi-
ence, and a manager monitored the service requirements and the reuse of the specifi-
cations and code in all cases in order to keep them at comparable levels during the
application of the different service creation approaches for each service scenario.

The parameters that were examined each time a telematic service was developed
(some of which are explicitly related to service analysis activities) are the following:

e The total time needed for the development of the service from the beginning of the
service project until service deployment.

e The number of problems that were reported by the users of the service (e.g. not
supported functions, unsatisfactory operation, unpredictable behaviour, etc.) after
using it in a daily basis for two months after its deployment.

e The number of service concepts in the service conceptual models, the number of
essential use cases, the number of service sequence diagrams, the number of serv-
ice operation contracts, and the number of service state diagrams in which changes
were performed during the first two months of service operation.

e The number of objects in the service code that was necessary to change during the
first two months of service operation.

e The number of lines of service code that were added during the first two months of
service operation.

e The total time needed for service maintenance activities during the first two
months of service operation.
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e The total time that the service was necessary to be inactive due to service mainte-
nance during the first two months of service operation.

From the results of the service creation experiments is evident that the ad hoc ap-
proach, although it seems to be fast in some cases, is the less flexible approach with
the highest risk in misinterpreting the requirements and the highest possibility to
cause maintenance problems. The most important drawback of the UP is its difficulty
to be applied in a service creation context, which is reflected by the greater total de-
velopment time, by the more changes that are needed to service analysis artifacts
when performing corrections or extensions and by the relatively verbose service code
that it produces. Therefore, the proposed process is the most flexible and cost effec-
tive approach (in terms of total development time and maintenance problems), satis-
fies the requirements of the users (slightly better than UP), and (when considering all
the parameters) improves the productivity of the service developers and increases the
possibility for the successful completion of a service creation project.

4 Concluding Remarks

The validation attempts described in Section 3 provided strong evidence that the pro-
posed methodology and the corresponding service analysis activities can be used effi-
ciently for the development of new telecommunications services in open, program-
mable service-driven next-generation networks and that they are correct and effective
as they can lead to the desired outcome, i.e. a successful telematic service that satis-
fies the requirements of its users. However, the proposed methodology, apart from
being specialised for service creation purposes in the area of telecommunications
service engineering, remains a methodology for the development of systems. There-
fore, its evaluation using the Normative Information Model-based Systems Analysis
and Design (NIMSAD) framework is suggested [5]. Such an attempt will provide ad-
ditional confidence on the capabilities and the quality of the proposed service creation
process and will support the increased expectations regarding its value and impact.
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Abstract. Application level active networks provide a way of transforming the
current network infrastructure into one where new services and protocols are
more easily adopted without the need for standardization. In this paper we deal
with an application layer active networking system, and address the problem of
publishing and distributing software components, provided by trusted service
providers, throughout the active network. We propose an network architecture
of dedicated servers providing Content Distribution Network (CDN) function-
ality; this leads to smaller response times to client requests and decreased net-
work traffic. Experimental results from a test network configuration illustrate
the benefits obtained from exploiting CDN capabilities, and support the viabil-
ity of our approach.

1 Introduction

The evolving technology of Active Networking (AN) aims at changing the way com-
puter networks behave. Activeness in networks is an idea proposed in [10], and seeks
to address the problem of slow adoption of new technologies and standards, as well as
the slow evolution of network services. Activeness entails injecting programmability
into the network infrastructure, so as to allow the rapid introduction of many new
services inside the network [2].

In this paper we focus on an application level active network. Here, processing of
various data flows within the network takes place at the application layer (not at the
network layer). The Application Level Active Networking system (ALAN), presented
in [5][6][7], has been implemented to provide users with a flexible framework for
supporting active services within traditional network boundaries. Software compo-
nents implementing these services, called proxylets, can be loaded onto service nodes,
called active servers, where they are executed on demand. This approach is similar in
spirit to the Active Services framework of [1] and the Application Level Active net-
work of [8][9]. In this context, the distribution of service components, provided by
trusted third parties, throughout the active network, is of considerable interest, for it
directly affects response times to client requests and the volume of network traffic.
We herein attempt to address this issue. Consequently, our focus is not on the AN per
se, but on the network architecture used for publishing and distributing the service
components throughout the active network, so as to better support the desired active
functionality. In particular, we exploit the idea of building Content Distribution Net-
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works (CDN5s) for enabling speedy, uninterrupted, and reliable access to web content;
this may well fit in an application layer active networking environment, where service
components are requested from specific web servers.

The paper is organized as follows: In Section 2 we describe the structure of the
particular application level active network under consideration. In Section 3 we pres-
ent the architecture for distributing and publishing service components; this is based
on forming a Proxylet Distribution Network of servers. In Section 4 we report ex-
perimental results from a test network configuration which illustrate the benefits ob-
tained from applying CDN technology and support the viability of this approach.

2 An Application Level Active Network

The application level active networking system presented in this section was devel-
oped in the European Commission IST project ANDROID (Active Network Distrib-
uted Open Infrastructure Development) and borrows from the ALAN system dis-
cussed in [5][6][7], while the CDN service is part of ongoing work within the context
of IST project mCDN.

In ALAN, clients can place proxylets onto service nodes, and execute them on de-
mand. These nodes provide an Execution Environment for Proxylets (EEP), allowing
these proxylets to be run. Requests can be sent to the EEP to load a proxylet, refer-
enced by a URL, and the node will load the proxylet subject to checking the permis-
sions, validity and security. Proxylets can be downloaded from a number of different
sources, known as Independent Software Vendors (ISVs), and run on an EEP. Proxy-
lets are Jar files, containing Java classes, placed on a web server and can be refer-
enced via their URL. They are self-describing, so that they can be used effectively in
a dynamic environment. This is achieved by specifying appropriate proxylet meta-
data, expressed in XML, which include the proxylet functional characteristics, their
facilities for communicating with other components and the corresponding security
policies.

3 Publishing and Distribution of Proxylets

3.1 Content Distribution Network (CDN)

A CDN is an independent network of dedicated servers that web publishers can use to
distribute their contents at the edge of the Internet [4]. CDN supports caching, trans-
parent routing of user requests and securing of the contents from modification. CDN
infrastructure consists of three main sub-systems: (a) the redirection, (b) the content
delivery and (c) the distribution [3]. Redirection sub-system redirects the client re-
quest towards a closer, than the content provider, server that can serve the request.
Content delivery sub-system transparently delivers content from that closer location.
Distribution sub-system moves contents from the origin server to the servers of the
content delivery system.

Our effort is focused on building an independent network of servers that imple-
ments part of the functionality of a CDN. We call this network a Proxylet Distribution
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Network (PDN). The PDN distributes the metadata of the available services, along
with the actual services, i.e., the software components implementing those services.
Those services are offered by ISVs, through web servers providing the proxylets. The
hosts comprising the network, which provides CDN-like functionality, are called
Proxylet-Brokers (PBs). One PB is located in each administrative domain, where one
or more active servers may exist. PBs could also be placed anywhere in the network,
since their services are quite independent from any other procedure. The gathering
and distribution of information about services could be seen as an off-line process.
PBs do not depend on any other component of the AN. Their network is built inde-
pendently and its purpose is to serve the clients of the AN. However, PBs need to be
close to active servers, where the proxylets are loaded and executed, and close to cli-
ents, who need to have quick access to information about the services available on the
network.

3.2 Building the Proxylet Distribution Network

The Proxylet Distribution Network (PDN) is built in a step-by-step manner. A new
PB contacts a member PB of the PDN and follows a join process. This takes place as
follows: (a) the member of the PDN accepts the join request of the new PB and noti-
fies it for all member PBs of the network, (b) the member of the PDN also sends all
information it has, if any, about services provided by ISVs in this network, in the
form of proxylet metadata. As a result of the join process, all PBs in the PDN have the
same view of the services available. Finally, new PB contacts all other members of
the PDN and identifies itself. The end result is a completely interconnected network
of PBs, the Proxylet Distribution Network. PBs join or leave the PDN as needed.
Whenever a new PB comes in, it informs the rest of the PDN about his arrival,
whereas if some PB’s failure occurs, it is removed from the list of members of the
PDN. Thus, any number of PBs can access the PDN at any time, making the network
of brokers a dynamic set that shrinks and stretches in an autonomous manner.

3.3 Proxylet Metadata Publishing

PDN is populated with proxylet metadata provided by ISVs. During this phase an ISV
contacts a PB in order to publish the proxylets it provides. ISV sends all proxylet
metadata to the PB as a number of XML files, each one representing one proxylet.
The PB in turn contacts every other PB of the PDN and distributes the metadata re-
ceived from the ISV. After that, all PBs know all the available services (proxylets)
and associated metadata describing them. Given that one PB resides in every admin-
istrative domain, where clients have access to the network and request services from,
the gathering of proxylet metadata information close to the client results in a quick
browsing of the available services. The benefits of the PDN approach are quantified
in Section 4, by comparing response times to client request with and without the
PDN. Although the replication of all XML files at all nodes of the PDN seems to be
inefficient and consuming both of bandwidth and disk space, this is not really the
case. First, most of these file transfers are performed off-line, without aggravating the
traffic.of the.actual-active.networks-andssecond, the size of these files is quite small.
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3.4 Service Component Request

A client contacts the PDN through an interface to his closest PB and is presented with
a list of all available proxylets, and their main characteristics contained in XML
metadata files. He then selects the most appropriate service for his application and re-
quests the downloading of the service. PB establishes a URL connection to the appro-
priate ISV and fetches the proxylet. The proxylet is cached locally and is available to
any application. Then, PB informs the rest of the PDN about the fetching of the
proxylet so that all other PBs know that the proxylet is available not only from the
ISV, but also elsewhere in the PDN. Smaller response times, reduced network traffic
and reliability are gained by this approach. Considerable reduction of traffic at the
ISV web server is also achieved, as well as continuous reliable provision of the serv-
ice, even when the ISV is inaccessible because of a possible network failure.

3.5 Update of Distributed Metadata

One of the most important issues is keeping up-to-date all proxylet associated meta-
data. When a new proxylet appears in an ISV site, or an existing proxylet is modified,
ISV announces this change to a PB. ISV sends the new XML file to the PB, who in
turn distributes this XML file to all nodes of the PDN. Upon receiving the new XML
file, each PB updates its structures where proxylet associated information is stored. It
may also be the case that the previous version of the software component represented
by the replaced metadata has been downloaded recently. Thus, in order for the new
metadata to be compatible with the corresponding Jar file, the PB should re-fetch the
proxylet from the appropriate ISV.

4 Performance Evaluation

4.1 Network Topologies and Service Establishment

In order to quantify the benefits obtained by the proposed PDN approach, we measure
the performance of two experimental network topologies. In both topologies a client
is assumed to issue requests for locating and fetching certain proxylets. A PDN infra-
structure is available only in the second case. Both topologies consist of 4 web serv-
ers, which act as ISVs, and are located at certain addresses shown in figure 1. Each
ISV provides a number of proxylets of different sizes and their metadata. The selected
proxylet sizes are between 20KB and 1.5MB. The client requesting the proxylets is
located in the same domain as ISV2 and SV4. Fig. 1 depicts the two experimental to-
pologies.

In the non-PDN topology, client maintains a list of ISVs, and queries them in order
to locate the desired one proxylets. Client selects an ISV from his list, either based on
some policy, or in random. In our experiment the client scans the ISVs sequentially,
in the order ISV 1, 2, 3, 4. Client issues HTTP requests to get all metadata (XML
files) available from ISV 1. After checking the metadata, if he finds the desired
proxylet, he_issues_one more HTTP request to ISV 1, to retrieve the proxylet. In
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ISV 2: theseas.softlab.ntua.gr ISV 2: theseas. softlab.ntua.gr ISV 1: www.di.uca.gr

=

= i
ISV 4: abs.telecom.ece.ntua.gr ISV 3: www.glue.umd.edu

Fig. 1. Non - PDN and PDN topology

case the client does not find the desired proxylet in ISV 1, he proceeds similarly with
ISV 2, 3 and 4. We measure the total response time, defined as the time that elapses
from the moment the client issues the requests for the XML files to ISV 1, until the
moment the desired proxylet is downloaded. We repeat our measurements for all
cases where the desired proxylet is each one of all proxylets provided by all ISVs.

In the PDN topology, the client searching relies on the functionality provided by
the PDN. The client contacts a PB, who resides in his domain, and hosts all metadata
from all ISVs. The connection between the client and the PB is based on socket com-
munication; hence it is faster than HTTP. After examining the XML metadata, client
requests a proxylet. The PB subsequently makes an HTTP request to the appropriate
ISV providing the proxylet and fetches it locally. We measure the resulting total re-
sponse time until the proxylet is downloaded. We also measure the response time for
the situation where the requested proxylet is already cached in the PB, in which case
the ISV does not need to be contacted at all. This process is repeated for all available
proxylets.

4.2 Experimental Results and Discussion

We collect the response times obtained from the experiments described above in Fig.
2. Each plot shows the response times for proxylets located in each one of the ISVs
vs. the proxylet file size. The three lines in each plot represent the response times for
downloading a proxylet, under the following three scenarios: (a) non-PDN topology
as described in section 4.1(scenario Direct-ISV), (b) PDN topology as described as
described in section 4.1 (scenario PB-ISV), (c) PDN topology with cached proxylets.
The client requests a proxylet that has already been cached by the PB. (scenario PB-
cache). We observe that if the desired proxylet is found in either ISV 1 or ISV 2, the
response times for Direct-ISV scenario are only slightly lower than those of scenario
PB-ISV. That is, the resulting PDN performance is very much comparable even with
the case where the client would need to directly query only one or two ISVs in order
to retrieve the proxylet. Thus, the top two plots indicate that the overhead associated
with the use of the PDN is rather small. Next, for the proxylets located in ISV 3, in
which case scenario Direct-ISV requires sequential scanning of ISVs 1, 2, and 3, we
see that the use of the PDN already leads to smaller response times than those of sce-
nario Direct-ISV. This is due to the fact that scenario PB-ISV requires only one HTTP
connection from the PB to the ISV where the proxylet is located, regardless of the
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number of ISVs, as opposed to multiple HTTP requests that may be necessary without
the PDN.

1SW 1 15 2
15 15
w —«  Direct-ISW
2 —& PE-ISY y
@ 10|| =+ PB-cache 10 =
£ o = o =
2 5 = 5 =
=1 -2 - -
2 —t— T —t— T
e — e

E L QB i

0 0.5 1 1.5 ] 0.5 1 1.5

15V 3 15 4

_.an a0
Z ~
= B0 =
= = 20 T
= a0 s
=
220 Lo § - —a
2 e
E bl | e

i 0.5 1 1.5 o 0.5 1 1.5

File Size (Mb) File Size (Mb)

Fig. 2. Response times vs. file sizes when proxylet is located at ISV 1, 2, 3, 4, respectively.

This difference between the response times of the Direct-ISV and PB-ISV scenarios
becomes more pronounced when the proxylet is located in ISV 4, in which case the
client needs to contact all four ISVs if no PDN is available. It is also worth noting that
the smallest response times are achieved when the desired proxylet is found at the PB
cache, as shown by the PB-cache lines in all four plots. The % response time im-
provement under the PB-ISV scenario, as compared to the Direct-ISV scenario, is
summarised in Table 1.

Table 1. Response time reduction achieved by PDN

ISV1 ISV 2 ISV 3 ISV 4
-8.43 % 2.82 % 20.21 % 74.91 %

A further benefit of the PDN approach is that finding the desired proxylet in the PB
cache yields a 70,71% response time reduction over the case where the proxylet is
fetched using HTTP from ISV 1, i.e., the first ISV contacted by the client under sce-
nario ISV.

In short, the PDN approach offers better performance than direct HTTP when the
existing ISVs are three or more. Clearly, the performance gains of the PDN would be-
come far more apparent in an active network with a large number of ISVs. This state
of affairs should be typical of a realistic environment, where an increasing number of
vendors provide their own proxylets to support add-ons or pure new network services.

5 Conclusions

This paper stresses the need for a content distribution mechanism to spread out the
services available on an active networking system. To achieve this, we propose and
implement a dedicated network of servers, providing part of a CDN’s functionality.
Experiments with the proposed content distribution architecture indicate that it may
well offer a promising solution to the problem of distribution of services in an active
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networking environment. Information on services and the services themselves are
distributed across a network of nodes placed close to users and the active servers,
where they can be easily accessed. Reduced network traffic, quick response to appli-
cations that use those services and caching of those services are some of the benefits

gained by this approach.

References

1. E. Amir, S. McCanne and R. Katz, “An Active Service Framework and its Application to
Real Time Multimedia Transcoding,” Proc. SIGCOMM’98, pp. 178-189, September 1998.

2. K. Calvert, S. Bhattacharjee, E. Zegura and J. Sterbenz, “Directions in Active Networks”
IEEE Communications Magazine, 1998.

3. M. Day, B. Cain and G. Tomlinson, “A Model For CDN Peering,” IETF Internet Draft,
http://www.alternic.org/drafts/drafts-d-e/draft-day-cdnp-model-01.html.

4. M. Day and D. Gilletti, “Content Distribution Network Peering Scenarios,” IETF Internet
Draft, http://www.alternic.org/drafts/drafts-d-e/draft-day-cdnp-scenarios-00.01,02.html.

5. M. Fry and A. Ghosh, “Application Level Active Networking,” Fourth International
Workshop on High Performance Protocol Architectures (HIPPARCH '98), June 1998.

6. M. Fry and A. Ghosh, “Application Layer Active Networking,” Computer Networks, Vol.
31, No 7, pp. 655-667, 1999.

7. G.MacLarty and M. Fry, “Policy-based Content Delivery: An Active Network Approach,”
Fifth International Web Caching and Content Delivery Workshop, Lisbon, Portugal, 22-
24, May 2000.

8. 1. W. Marshall and M. Banfield, “An Architecture For Application Layer Active Net-
working,” IEEE Workshop on Application Level Active Networks: Techniques and De-
ployment, November 2000.

9. 1. W. Marshall, J. Crowcroft, M. Fry, A. Ghosh, D. Hutchison, D. J. Parish, I. W. Phillips,
N. G. Pryce, M. Sloman and D. Waddington, “Application-Level Programmable Internet-
work Environment,” BT Technology Journal Vol. 17, No. 2, April 1999.

10. D. Tennenhouse and D. Wetherall, “Towards an Active Network Architecture,” Computer

Communication Review, Vol. 26, No. 2, pp. 5-18, April 1996.



Performance Comparison of Active Network-Based and
Non Active Network-Based Single-Rate Multicast
Congestion Control Protocols

Yansen Darmaputra and Riri Fitri Sari

Centre for Information and Communications Engineering Research
Electrical Engineering Department, University of Indonesia
{yansen00, riri }@eng.ui.ac.id

Abstract. This paper presents the comparisons of two single-rate multicast
protocol, Active Error Recovery/Nominee Congestion Avoidance (AER/ NCA)
and Pragmatic General Multicast Congestion Control (PGMCC). Both protocols
use worst receiver mechanism, NACK-based feedback, and window-based
transmission rate adjustment. AER/NCA is implemented using the new Active
Networks technology, while PGMCC is implemented using the traditional
passive network.

We discovered from the simulation results that both protocols are TCP-friendly.
The implementation of active networks causes many computations to be done in
the network so that it would degrade network performance. However, in high
loss rates network, active networks technology could provide fast recovery to
loss packets.

1 Introduction

Multicast is one-to-many communication that is suitable for group communications.
Using multicast, data packet is only sent once through each link. The packet will be
duplicated at intermediate routers then will be passed to the next hop router until it
reaches its destination. Multicast data forwarding is done using multicast distribution
trees which will exploit the hierarchy of upstream and downstream nodes.

Reliable multicast needs feedback mechanism to know the status of the packet
being sent. Both AER/NCA [1] and PGMCC [3] protocols use NACK as its feedback.
Single-rate multicast sends data in one transmission rate to the whole group. The
transmission rate is adjusted to the receiving capacity of the worst receiver. Therefore,
the existence of one slow receiver could drag down the throughput of the whole
group. This will cause the drop to zero problem in which the sender estimates the loss
rate much higher than the actual loss experienced by the receivers.

Active network is a new concept of network which allows packet to be processed
inside the network. Active networks can be implemented in two approaches,
integrated approach and discrete approach [7]. AER/NCA uses discrete approach
which uses programmable router/switch that already has standard methods in it.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS'3124, pp. 234-240, 2004.
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This paper is structured as follows. Section 2 consists of brief description of
AER/NCA and PGMCC. Section 3 contains the simulation result for AER/NCA
simulations. Section 4 presents the performance comparison of AER/NCA and
PGMCC protocols. Section 5 concludes the paper.

2 AER/NCA and PGMCC

The architecture of AER/NCA [1] uses discrete approach in which server is put
collocated with router. AER/NCA does not require all nodes in the multicast
distribution tree to be active. Active nodes are only put at specific locations in the
distribution tree where it is considered useful. Figure 1 shows multicast distribution
tree with active nodes support.

1| ez

= A ===

Fig. 1. Multicast Distribution Tree with Active Nodes

PGMCC [3] uses PGM-enabled router which is also called Network Elements
(NE). NE provides services such as eliminating NACK and sending NACK
Confirmation (NCF) downstream. NE will also help in loss recovery by maintaining
retransmit state which lists interfaces from which it received NACK.

Both AER/NCA and PGMCC use the following packet: positive acknowledgement
(ACK), negative acknowledgement (NACK), and Source Path Messages (SPM). SPM
packet is used to inform receivers about the multicast hierarchy. AER/NCA uses
another packet, called Congestion Status Message (CSM) packet which is used to
inform sender about the Round Trip Time (RTT) and loss rate estimation from each
receiver. For loss recovery, designated server in active node is called repair server
(RS). Any receiver that detects loss will wait for a random amount of time and then
sends NACK to its upstream. RTT and loss rate information is needed to choose worst
receiver, AER/NCA gets it from CSM packet that contains RTT and loss rate
estimation from the receiver. PGMCC gets it from field rxw_lead and rx_loss in every
ACK/NACK packet. Function to compute throughput estimation is as follows:

T(p, RTT) = C/ (RTT. p) (1)

Where p is loss rate, RTT is round trip time, and C is constant. The worst receiver
will be the receiver that has the highest value of function G (G=RTT. \p). Throughput
estimation will be computed every time sender receives new information of RTT and
loss rate.
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3 Simulation Experiment Results and Discussion

Simulation is only done for AER/NCA using the same parameter as PGMCC
simulation in [3]. PGMCC simulation is not re-simulated here. Simulation is
performed using NS simulator [10] that have been modified to support active
networks for AER/NCA.

Unless stated, each simulation is executed 10 times and the simulation time is 500
s. We used generated data between 100-500 s of simulation time. Traffic for
AER/NCA is Constant Bit Rate (CBR). Traffic for TCP NewReno is File Transfer
Protocol (FTP). All queue use Droptail (FIFO) with the queue buffer of 50 unless
stated. Both AER/NCA and TCP use 1000 bytes data packet. CSM and SPM packet
are 76 bytes long. An active node is shown as polygon in Figure 2.

The first three sets of simulation use network topology and parameter as shown in
Figure 2. These simulations use only AER/NCA session, in which 15 AER/NCA
receivers behind node 2 join the session. The propagation delay on L2 is varied from
10 ms to 400 ms with 30 ms interval. The simulation result is shown on Figure 3,
together with the result of simulation set 2. As expected, throughput is proportionally
inversed with the increase in propagation delay. Propagation delay determines RTT
from sender to receiver. The higher the RTT, the longer it takes for the sender to
receive ACK. For the second set of simulation, 15 AER/NCA receivers behind node
3 also join the session. Three TCP sessions, TCP1, TCP 2, TCP 3 also travel through
L1. TCP sessions start at random time from 1 s to 10 s (distributed uniformly). Figure
3 shows the simulation result.

The graph shows that at 10 ms and 40 ms, AER/NCA will equally share the
bottleneck link bandwidth with the three competing TCP sessions. This behavior
shows the TCP-friendliness of AER/NCA. For higher propagation delay, AER/NCA
throughput will degrade depending on the worst receiver’s throughput. For
propagation delay below 160 ms, worst receiver will be behind node 3. For
propagation delay above 160 ms, worst receiver will be behind node 2. This shows
that in the presence of different links, AER/NCA will choose the worst receiver and
adjust its transmission rate according to the receiving capacity of the worst receiver.

The third set of simulation activates another TCP session, TCP 4. The simulation is
performed for 100 s, with fairness index computed at 1, 2, 5, 10, 15, 20, 50, and 100 s.
There are three variations for propagation delay on L2, that is 10, 100, and 130 ms. In
this simulation, fairness will be shown by computing fairness index using Jain’s
formula. Then, fairness F, can be computed as:

(Xx0) )
F.=—p2——
n (X[ ®)

Where X is the ratio between the transmission rate and bandwidth of the link, while »
is the number of sessions that runs through the same bottleneck link. Fairness index
will be between 0 and 1 where 1 reflects fair division of throughput of sessions.
Figure 4 shows that, for three variation of propagation delay, fairness index will
degrades between t=1s and t=2s. This is due to the initialization process that is done
by AER/NCA when it starts the session. When session starts, sender must inform
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receivers about the multicast hierarchy. This is done by sending SPM to all of the
receivers. SPM will be processed by the intermediate nodes (active nodes) and by
receivers along the multicast tree.

The next three sets of simulation will use network topology and parameter as
shown in Figure 5. The fourth set of simulation is performed to simulate web-like
traffic, which is a bursty traffic that could generate high loss rates in the link it travels.
To simulate web-like traffic, ON/OFF UDP sources are used with Mean ON and
Mean OFF time taken from Pareto distribution. The simulation lasts for 200 s. All the
UDP sources and receivers are placed in single node since AER/NCA module in NS
has limitations in the number of nodes. The maximum nodes allowed is 128 nodes
which would not permit each UDP sources and receivers to be placed separately.
Figure 6 shows the simulation results, in which the more UDP sources activated, the
higher the loss rate on L1. Loss packets happened due to buffer overflow. Although
buffer queue on L1 is set to 100, many sources which flow through L1 will definitely
overflow the buffer and cause packets to be dropped.

The fifth set of simulation use AER/NCA, TCP 2, and UDP. Only AER/NCA
receivers behind node 3 join the group. This simulation is intended to examine the
session’s throughput in the presence of high loss rates. It is shown in Figure 7 that
high loss rate makes both AER/NCA and TCP experience degradation in throughput.
For loss rate under 13% (for 105 UDP sources based on previous simulation result),
TCP gains higher throughput than AER/NCA, but for loss rate above 13%,
AER/NCA gains higher throughput than TCP. In high loss rates, the loss recovery
mechanism in AER/NCA is much better than TCP. AER/NCA utilizes active node to
detect losses, buffer packets, and perform packet loss recovery

The sixth set of simulation use AER/NCA, TCP 1, TCP 2, and UDP. AER/NCA
receivers behind node 2 and node 3 join the group. Link L2 is a link with very low
bandwidth, therefore RTT for receivers behind L2 will be mostly determined by the
transmission time. On L1, as before, RTT will be mainly determined by queuing
delay. The simulation result is shown on Figure 8. In this result it could be noted that
the behavior is similar as that of the previous simulation. AER/NCA throughput
oscillates throughout the simulation. This happens because throughput equation used
is only relevant for loss rate below 5% [2].

The last simulation uses network topology and parameter shown in Figure 9. This
simulations sets deal with uncorrelated losses. The link between node 2 and receivers
is set to have 1% loss rate. There are two sessions used, AER/NCA and TCP. Att=10
s, 10 AER/NCA receivers join the group. At t=300s, 10 other AER/NCA receivers
join the group. The simulation result is shown on Figure 10.

4 Comparison Between AER/NCA and PGMCC

This section presents the results comparison between AER/NCA and PGMCC. Figure
10 shows the result of the first two simulations. AER/NCA shows that it has better
worst receiver election mechanism than PGMCC. At propagation delay 10 ms,
throughput of PGMCC 2 is about 300 Kbps. For simulation 2 where there are 4
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Fig. 4. Fairness Index for AER/NCA and 4 TCP
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sessions (1 PGMCC, 3 TCP) competing for bandwidth on bottleneck link L1, the fair
bandwidth allocation is 250 Kbps for each session. In [3], it is stated that due to the
presence of a very fast link, any worst receiver switch will cause PGMCC to take
more bandwidth than it should. Therefore in the presence of heterogeneous receivers,
PGMCC worst receiver election mechanism is not functioning well. Figure 11 shows
the comparison of throughput between AER/NCA and PGMCC in the presence of
ON/OFF UDP Sources on bottleneck link L1 for simulation 5 and 6.

The fairness index of PGMCC will increase along with time. For 10 ms
propagation delay, the fairness index curve of PGMCC is below the other 2 curves.
This shows that in heterogeneous receivers, PGMCC will act quite unfair to other
sessions. However, the value of fairness index is still acceptable; hence both
AER/NCA and PGMCC have shown that they are TCP-friendly. At low loss rate
(UDP Sources<100) PGMCC have more throughput than AER/NCA. But in higher
loss rate, the inverse happens. In low loss rate, computations in PGMCC is less than
AER/NCA, therefore its throughput is higher. In high loss rates, AER/NCA’s loss
recovery mechanism works more efficient than PGMCC.

5 Conclusion

In active networks, too many computations in network will decrease network
performance because computations will slow down packet transmission. Therefore, it
is suggested that active components (programmable router/switch, designated server)
are not put at backbone/core layer networks. Backbone network is a very high speed
network, in which computations in the middle of the backbone network will degrades
network performance. Besides that, most packet losses occur at the edge of network,
not at the backbone network [8]. Active components are also suitable to be put behind
lossy due to its capability to cache packets and provide quick local retransmission.

In loss recovery mechanism, active networks has shown that it has better
mechanism including best-effort caching packets at active nodes to provide local
retransmissions, immediate loss detection by source router, and decentralize the
burden of retransmission to repair servers. These mechanisms will increase protocol’s
scalability..Howeverin high loss.rate (losstate > 5%), more precise formula is needed
for worst receiver election mechanism to avoid frequent worst receiver changes in
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AER/NCA. Currently passive network has been proven to be effective in providing
fast packet transmission. Therefore, by combining the strengths and eliminating the
weaknesses for active and passive networks and creating a new type of network which
is called hybrid network, it is expected that more reliable networks could be created.
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Abstract. In this paper we propose a mobile agent based system for
wireless mobile internet. We show that our agent based system has some
desirable properties which are effective in compensating the drawbacks
of wireless environment, mobile device limitations and TCP, HTTP pro-
tocol limitations in wireless environment. We describe the system ar-
chitecture and operation scenario. We clearly define what to mobilize
and how to achieve this. We discuss the benefits of using agent in this
scenario and show how different optimization techniques can easily be
incorporated in such a system due to its flexibility.

1 Introduction

Connecting to the Internet on the move is not what was thought during the ori-
gin of the Internet and an underlying wired network was assumed in the design.
So modifying the scenario for the mobile environment without major change in
the operational structure is not a trivial one. Moreover, mobile environment is
hostile; it has low bandwidth, high rate of disconnection, high error rate etc.
During the past few years several efforts were made to realize Internet access
from mobile devices. IBM eNetwork Web Express [8], the MobiScape [1], and the
Mowgli Project [14] are some of them. All of these models are based on proxies.
Two proxies are set at the two end of the wireless link to intercept the data
that flows on the wireless link. The client side proxy (on the mobile device) and
the server side proxy (On the wired network) interact to provide wireless access
to WWW. The two proxies come to know the device and browser capabilities
and shape the traffic accordingly. Moreover in [1] both of them maintain cache
of recently visited web pages. That means in the course of communication the
server side accumulates information that are necessary for better performance
of wireless Internet. But in these systems there is not provision to mobilize this
information according to user movement. As a result whenever user changes his
point of attachment to the fixed part of the mobile network he has to start as if
he has no previous session or history which can greatly improve his performance.
In this paper we propose the use of mobile agents to mobilize this information.
Moreover the future mobile networks will be characterized by service variety
andnulti-provider scenarioSoany-system aimed to work successfully under
this scenario should not only be able to overcome the difficulties of the wireless
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environment but also make provisions for better service flexibility. With these
things in mind we will be providing a mobile agent based system for mobile In-
ternet: MAMI. MAMI uses both static and mobile agent to provide the necessary
flexibility and optimization techniques as explained in Section 3.

The rest of the document is organized as follows. Section 2 defines mobile
agents and differentiates between provider and service agent. Section 3 illustrates
the proposed system architecture, Section 4 discusses the system’s operation,
Section 5 points out the benefits achievable from such a system, Section 6 depicts
related works and finally Section 7 concludes the paper.

2 DMobile Agents

A mobile agent is a software component having unique capability to transport its
code and state of execution with it, in part or as a whole at run-time, migrating
among the components of a network infrastructure where they resume execution.
The term ”state” typically means the attribute values of the agent that help it
determine what to do when it resumes execution at its new environment. The
”code” in an object oriented context means the class code necessary for an agent
to execute. In MAMI there are basically two types of agents: provider agent and
service agent.

2.1 Provider Agent and Service Agent

Before going into the detail of a provider agent and a service agent, let us A
provider agent [7] is permanently available at a fixed location and offers access
to local resources. On the other hand service agent [7] migrates among network
components to accomplish its mission and will be using the services of a provider
agent. The mission of the service agent is a user-defined set of rules in which
the agent should act. The provider agent of a support station creates the service
agent for the user which follows user’s movement. In creating the service agent,
provider agent follows user’s profile so that the user can access only registered
services. Mobile terminal is assisted by a terminal agent [6]. These concepts are
elaborated in Section 3 and 4.

3 System Architecture

MAMI is designed to work in a mobile network with the architecture of Fig. 1. As
evident, this is the general mobile network architecture. Here the mobile nodes
are connected to base station via wireless link. Several of these base stations are
connected to one Support Station. The concept of support station is present in
all major mobile network architecture available at present but in a different term
like Mobile Switching Data Point in UMTS, or Packet Processing Module (PPM)
along with.Message Packet,Gateway,(M-PGW) in i-mode [5]. We extend these
components to include support for mobile agents and call it support station.
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There are several support stations in the mobile network. The support stations
are connected among them selves by the core network which is fixed line network.
The support stations are connected to Internet where information providers and
service providers publish their information and service. Another feature of sup-
port station is that it provides necessary storage to maintain caches of recently
requested WebPages by the users. If the requested web page is fresh in the sup-
port station’s cache, it can be returned right away, reducing web page response
time in mobile Internet scenario. So the system is a hierarchy of components as
appear from Fig. 1. As we have just said that support stations include necessary
environment for provider and service agents. The environment should provide
necessary support for the creation of agents, messaging among the agents, agent
migration facility, collaboration, control, protection and destruction of mobile
agents. Several mobile agent frame works have been proposed to provide such
facilities like Aglets [16], and Voyager [17].
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Fig. 1. System architecture

4 System Operation

This section explains how the total system works. The overall system operation
is shown in Fig. 2. As can be seen, the mobile devices are supported by one
program, Terminal Agent. This is a static agent and runs in the mobile devices
environment. Requests for web content from browsers are all directed to this
agent who is responsible to return the content. Terminal agent appears as the
ultimate web content provider to all programs. Terminal agent knows the capa-
bilities of the device very well so as to return web content in a format suitable for
device’s capabilities and resources. Moreover, terminal agent maintains a cache
locally which contains all the recent web content fetched from outside on a LRU
(Least-Recently Used) basis-Asmobile terminals are resource constrained de-
vices, the size of this local cache is dynamically determined by terminal agent.



244 M. Aminul Haq and M. Matsumoto

Terminal agent checks for the availability of a requested content in the local
cache first. If it finds an up-to-date page in the cache then it returns it from
there. This saves a good amount of wireless traffic which is not only costly but
also time consuming. This activity is similar to the popular off-line browsing.
Moreover terminal agent keeps track of user’s interests and follows user’s regu-
lar activity to predict [9] and prefetch [15] content. Again terminal agent keeps
track of user’s movement and helps in path prediction [10] [13]. These features
are explained in Section 5 in detail.
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& 0
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Fig. 2. System operation

In support station we have Provider Agent. This is also a static agent and
it is always up and running in a specific support station. Provider agent creates
Service Agent for each user. So there is one provider agent per support station
but there may be several service agent active in any support station. Provider
agent is well aware of the system architecture and underlying environment details
as such to create the best suitable service agent for the user. Provider agent is
also aware of user’s registered services so that the created service agent is capable
of handling only the registered service. Provider agent also involved in mobilizing
service agent as explained in Section 4.1. Service Agent is the mobile agent. The
mobility of service agent is discussed in Section 4.1. Service agent is the counter
part of terminal agent. Service agent and terminal agent are involved in the
traffic movement from Internet to terminal and vice versa. Service agent serves
terminal agent with the requested information from the Internet. Since web page
cache is maintained in support station service agent first looks at this cache. If
the information is still up-to-date in the cache, the cache content is returned
instead of going to the real web server. This speeds up the complete system. So
in MAMI, two agents are at the two end of the transport link. One is in the device
and one in the support station. Having two programs at the two ends give some
optimization scope. For example, as long as the service agent and terminal agent
can talk a common language, the underlying protocol can be anything suitable
for the wireless environment, like LTP (Lightweight Transport Protocol) [5] or
anything else which is able to reduce TCP/IP connection overhead [8] and HTTP
headers [-Apattfrom thisgsince twoprograms are at the two ends of transport
network and since both terminal agent and service agent are supported by cache,
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if both of them have cache entries and both the cache entries have timed out then
they use differencing [8]. In this process the terminal agent asks fresh content
from service agent with the information that its cache entry has timed out.
Since the requested web page was available in terminal’s cache, it will also be
available in support station’s cache. But both the entries are not up-to-date. In
this case service agent will fetch fresh content from Internet and will compute
the difference between the fresh content and cache content. Service agent will
then send the difference to the terminal agent as a reply to the requested web
page. Terminal agent will then compute the fresh content from this difference
and his cache content and will serve it to the browser. To realize this technique
the timeout value of the caches of both terminal agent and service agent need to
be the same. This technique is useful with the observation that replies of form
based queries to the same server generate responses which vary very little among
themselves. This also drastically reduces the information that is exchanged over
the wireless network. Moreover in MAMI, terminal agent and service agent both
apply compression and decompression techniques on the exchanged information
to even reduce the volume of data transfer over the wireless link.

4.1 Agent Migration

As we have already said in previous section that service agent is a mobile agent.
What this means is that, service agent is active in a particular support station
as long as his corresponding mobile user is attached to the support station.
Whenever the user moves to a base station which is attached to a different
support station, service agent migrates to that support station. This is shown
in Fig. 3. Now we discuss about the movement of user and agents. Whenever
the user reaches a base station that is served by a different support station than
previous, the process of agent movement takes place. Now there are mainly two
types of movement that can be implemented. One is where the agent program,
along with its state and cache migrates to the new support station and another
one is where only the state and cache of service agent is migrated and a new
agent is created in the new support station by the provider agent of the new
support station based on these. In MAMI we propose to use the second type of
migration, i.e., only service agent’s state and cache are migrated. This is because
migrating a program is a costly task. Costly in the sense that it will increase the
volume of information to be migrated. As a result the load in the fixed network
will increase and its performance will be reduced. Moreover, if we transfer the
program then we need to have the same program environment in all the base
stations. Otherwise the program will not be able to execute. Although Java
based mobile agents promise to execute on heterogeneous environments, for the
shake of traffic reduction and performance we opt for not to migrate the code
[3]. That is, whenever the user is handed over to a base station under a new
support station, before the hand off process ends, the provider agent sends the
corresponding service,agent s.status,andy,cache to the new provider agent which
then creates a new service agent for the user.
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Fig. 3. Agent movement with respect to user movement

This is how base station level handoff and support station level handoff op-
erates together. The terminal agent listens to the Location Area Identifier LAI
broadcasted by base stations. The LAI changes with the support station change.
So whenever the terminal agent finds out that he is in a base station which is
broadcasting a new LAI than previous, he informs provider agent of current sup-
port station about this. The provider agent then collaborates with the provider
agent of new support station to mobilize his service agent. Fig. 4 shows this
migration procedure. It should be made clear that base station level handover
does not necessary mean agent migration among support stations. The 5 steps
indicated in Fig. 4 are as follows:

Step 1: Terminal agent informs provider agent about the new Location Area
Identifier.

Step 2: Provider agent of current support station communicates with the
provider agent of new support station. Provider agent of the new support station
allocates resources for the new service agent and its cache which will be migrating
soon.

Step 3: Provider agent of current base station informs current service agent
to migrate.

Step 4: Service agent migrates

Step 5: Relocation of Cache.

In MAMI, since provider agents are involved in migrating the agents, the sys-
tem is secured from any unwanted programs to be pushed in support stations by
any malicious person. Again, since both the provider agents are programs, they
can employ any suitable security algorithm to trust each other. Moreover since
a new service agent is created on the new support station, MAMI works on het-
erogeneous support stations and there is no need for homogeneous environments
in the support stations.

Ol Ll Zyl_ﬂbl
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5 Benefits of MAMI

In the past few years agent technology has spread to many areas [7] includ-
ing user interface, personal assistance, mobile computing, information retrieval,
telecommunication services and service/network management. In this section we
take a look at the benefits of deploying mobile agents, especially in mobile web
access.

5.1 Support for Disconnected Operation

Wireless links are characterized by frequent disconnection which poses great
difficulty in the synchronous nature of present Internet. If a disconnection occurs
during the response of a request then the request should be made again. Mobile
agents provide a good solution to this problem. In MAMI, the request from
terminal agent is handed over to service agent which then fetches the information
from Internet. Meanwhile the there may be no connection between terminal agent
and service agent. When service agent is finished with its work it can send the
reply or terminal agent may suggest not to send the reply right on but in a later
time, suitable for the user. Results can be eventually gathered by the user upon
reconnection [4] [7]. So there is no need to maintain a continuous open connection
between the mobile node and the internet access point over the wireless network

2].

5.2 Support for Reduced Network Load

Wireless links are not only of limited bandwidth but also expensive. So reducing
communication over this link has been a desired feature for any mobile internet
archltecture MAMI reduces wireless data transport by several measures as dis-
e agent works on behalf of user to collect
ce agent has received the request from
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terminal agent, the mobile node need not communicate with service agent. In-
stead service agent will communicate with mobile node when it has something to
return. Moreover since the service agent carries its state and cache with it, there
is no need to resend requests or start from scratch in a new support station.
So seamless mobile internet access is feasible. The service agent is well aware of
the capability of the mobile terminal as such to represent data properly for the
terminal. It can perform HTTP header reduction [8], differencing [8] or compres-
sion on the data. All these reduce the communication between the mobile node
and the internet access point, which not only reduces the network load but also
make less use of the expensive wireless link [2] [4].

5.3 Support for Enhanced Flexibility

It is difficult to change dynamically the interface of services offered by a server
through which clients access the resources of a server [2]. In MAMI as long as we
can keep service agent and terminal agent understand each other, we can change
dynamically the interface on the client and/or server side. So in case of intro-
duction of new services or new interface there is not need to change the terminal
side. This introduces the flexibility of service introduction or modification.

5.4 Web Prefetch

Web prefetch is the technique to fetch information from the Internet which are
likely to be requested in near future before the request is actually made. In
MAMI, service agent along with terminal agent follows user’s interests, behavior
and daily routine to build intelligence in it which will guide it in requesting web
pages even before the user requests it [15] [9]. Terminal agent can request to fetch
content from Web into the cache of Support station well before user has made
the request. So that when user really makes the request service agent does not
need to go to Internet. Instead service agent sends the already fetched content
from cache. In this scenario, prefetched content comes upto cache of support
station. It does not go to terminal device until user really makes the request.
So user do not have to pay for any prefetched content. But service providers
will be interested to incorporate this feature because this will increase system’s
performance. This will improve response time as well which is critical in wireless
WWW access. Again, since the cache of support station contains all the recent
pages fetched by the users under this support station, it is more likely that a
great portion of the requests are satisfiable from the local cache.

5.5 Web Cache Maintenance and Relocation

Since the speed of Internet browsing is dominated by the time to response re-
quired by the remote server, it is always a good idea to maintain a cache of
recentlyvisitedssites sothat furtherrequests can be satisfied from the cache. In
MAMI both the terminal agent and service agent maintain cache. As the user
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moves from place to place, service agent can help by bringing the user specific
cache to the support station under which the user is currently residing. That is
a mobile agent can follow the user’s physical mobility [4] and create the current
network node prepared in well advance for the user’s convenience and satisfac-
tion.

5.6 Path Prediction

MAMI applies path prediction [10][13] to improve the performance even more.
Path prediction algorithm finds out the user’s next cell based on current cell
location, user’s history and movement. Terminal agent can learn from user’s
movement pattern, history or daily routine and can build up knowledgebase
from which it can predict the next cell where the user is going to be in near fu-
ture, then it can tell provider agent to mobilize service agent’s cache so that the
handoff is more efficient and system’s response time does no hamper with user’s
movement. Several path prediction algorithms [10] [13] have been proposed. In
MAMI the path prediction algorithm applies intelligence along with these algo-
rithms. The terminal agent keeps track of user’s daily routine and learns about
users movement pattern from the user and provider agent and terminal agent
inter operates to find the most accurate next cell. Based on the result of this
algorithm provider agent can mobilize the mobile agents along with the required
cache to the right place.

6 Related Works

Major works related to the realization of mobile access to WWW are [8] and
[1]. Both are proxy based system for mobile Internet. But none of them issues
the movement of users in such a system. [12] discusses how mobile agents can be
applied in mobile Internet but a complete system architecture and operation are
not provided. Java based mobile agent systems performance in an ATM based
testbed is presented in [12]. Mobile agent based service provisioning is discussed
in [6]. How mobile agents can be used to deliver registered services to user who is
moving and changing his devices dynamically. How proxy cache can be relocated
so that it follows the movement of the user is discussed in [11][11]. How mobile
agents can operate in heterogeneous environments is discussed in [3].

7 Conclusion

In this paper we have provided a complete system employing mobile agents. Sev-
eral techniques to optimize the system performance and security are integrated
with the system. The benefits or advantages or such a system is taken into full
consideration. A complete mobile agent based system for mobile Internet, its
differentyaspectspapplicabilityyand benefits were the main topics discussed in
this paper.



250 M. Aminul Haq and M. Matsumoto
References
1. C. Baquero et al.: MobiScape: WWW browsing under disconnected and semi-

10.

11.

12.

13.

14.

15.

16.

17.

connected operation, in Proceedings of the First Portuguese WWW National Con-
ference, Braga, Portugal, (July 1995).

D. B. Lange, and M. Oshima: Seven good reasons for mobile agents, Communica-
tions of the ACM, vol. 42, Issue 3, pp. 88-89, March 1999.

F.M.T. Brazier et al.: Agent factory: generative migration of mobile agents in
heterogeneous environments.

G. P. Picco: Mobile Agents: An introduction, Journal of Microprocessors and Mi-
crosystems, vol.25, no.2, pp. 65-74, April 2001.

NTT DoCoMo R&D , i-Mode Network System,
http://www.nttdocomo.co.jp/corporate/rd/tech_e/imod01_e.html, accessed on
12th April, 2004.

P. Farjami et al.: Advanced service provisioning based on mobile agents, Computer
Communications 23 (8) (April 2000).

P. Farjami et al.: A mobile agent-based approach for the UMTS/VHE concept, in
proceedings of Smartnet’99-the fifth IFIP conference on intelligence in networks,
Thailand, November 1999.

R. Floyd et at.: Mobile web access using eNetwork web express, IEEE Personal
Communications Magazine (October 1998).

R. W. Hill et at.: Anticipating where to look: predicting the movements of mobile
agents in complex terrain, Proceedings of the first international joint conference
on autonomous agents and multiagent systems: part 2, 2002, Bologna, Italy.

S. Hadjiefthymiades et at.: ESW4: Enhanced scheme for WWW computing in
wireless communication environments, ACM SIGCOMM Computer Comunication
Review 29(4), 1999.

S. Hadjiefthymiades et at.: Using proxy cache relocation to accelerate web browsing
in wireless/mobile communications, Proceedings of the tenth international confer-
ence on World Wide Web Conference, 2001, Hong Kong, Hong Kong.

S. Hadjiefthymiades et at.: Supporting the WWW in Wireless Communications
Through Mobile Agents, Mobile Networks and Applications Vol. 7, 2002, pp.305-
313, Kluwer Academic Publishers.

T.Liu et at.: Mobility modeling, location tracking, and trajectory prediction in
wireless ATM networks, IEEE Journal on selected areas in communications 16(6),
August 1998.

The MOWGLI Project:
http://www.tmlhut.fi/Studies/Tik-110.300/1999/Wireless/mowgli_1.html,  last
accessed 6th June, 2003.

Z. lang et at.: Web prefetching in a mobile environment, IEEE Personal Commu-
nications, pp 25-34, Vol.5, Issue 5, 1998.

AGLETS: http://www.trl.ibm.co.jp/aglets last accessed on 5th July 2003 3:00 PM
JST.

VOYAGER: http://www.recursionsw.com/products/voyager/ Last accessed on 1
July 2003 9:30AM JST.



Design and Implementation of an ANTS-Based Test Bed
for Collecting Data in Active Framework

Victéria Damasceno Matos', Jorge Luiz de Castro e Silva’, Javam C. Machado',
Rossana Maria de Castro Andrade', and José Neuman de Souza'

'Universidade Federal do Ceara (UFC)
{victoria, rossanal}@lia.ufc.br, {javam, neuman}@ufc.br
*Universidade Federal de Pernambuco (UFPE)
jlcs@cin.ufpe.br

Abstract. The active networks approach has been presented as an alternative
technology for solving several problems in conventional networks, mainly in
the network management area. This work describes a data retrieval mechanism
test bed, including design and implementation, which can be used for managing
SNMP enabled networks, based on the ANTS (Active Node Transfer System)
toolkit framework developed at the Massachusetts Institute of Technology
(MIT). The results obtained from the experiments have shown that the chosen
approach is a good alternative for data retrieving operations.

1 Introduction

The motivation for the proposed model came from the fact that traditional
management approaches like SNMP (Simple Network Management Protocol) and
CMIP (Common Management Information Protocol) generate excessive network
traffic, as they have mechanisms based on the client-server model, where the manager
centralizes the information and provides scheduling for execution of corrective
actions, while the agent interacts with the MIB (Management Information Base) and
executes the requests issued by the manager.

Another important concern is the network management applications that may
benefit from the use of the active network paradigm. Regarding active network
studies [1, 2, 3, 4, 5], it has been verified that one of the biggest platforms embedding
this technology is the ANTS (Active Node Transfer System).

In the proposed model, some procedures were implemented within the ANTS
platform, enabling data acquisition from an initialization process within an active
node. In the process, an active node sends capsules (corresponding to traditional
network packets) that execute locally the collection task.

With this model, which provides dynamic network traffic parameters, it is possible
to assist performance management methods, mainly those that use active
technologies.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 251-256, 2004.
© Springer-Verlag Betlin Heidelberg 2004
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2 Active Networks

Traditional networks guarantee data sharing in the sense that packets can be
efficiently carried among connected systems. They only make the processing needed
to forward the packets to the destination. This kind of network is insensitive to the
packets it carries. The packets are transferred without modification [6]. Computation
role in these kinds of networks is extremely limited.

Active networks are a new approach to network architecture that allow their users
to inject customized programs into the nodes, enabling these devices to perform
customized processing on the messages flowing through them [1, 6]. This approach
can be applied both to users and applications.

The results obtained from the active networks in network management applications
are of great interest to this work.

2.1 Active Node Transfer System (ANTS)

Developed by the Massachusetts Institute of Technology (MIT), ANTS (Active Node
Transfer System) is a toolkit, written in Java where new protocols are automatically
deployed at both intermediate nodes and end systems by using mobile code
techniques [2].

ANTS views the network as a distributed programming system and provides a
programming language-like model for expressing new protocols in terms of
operations at nodes. The tool combines the flexibility of a programming language
with the convenience of dynamic deployment.

In the ANTS architecture the capsules which refer to the processing to be
performed on their behalf replace the packets in traditional networks include a
reference to the forwarding routines to be used for processing at each active node.
There are forwarding routines that will be found in all the nodes. Others are specific
to the application and will not reside at every node, but must be transferred to a node
by means of code distribution before the capsules of that type can be processed for the
first time. The code group is a collection of related capsule types whose forwarding
routines are transferred as a unit by the code distribution system. Finally, the protocol
is a collection of related code groups that are treaded as a single unit of protection by
an active node. The active nodes have the responsibility to execute protocols within
restricted environments that limits their access to shared resources.

3 Proposed Retrieval Mechanism

The module, which was designed and implemented, is composed of a few scripts that
are responsible for the configuration of the notes to be monitored. The module also
contains forwarding application capsules and Java classes that are responsible for
structuring the capsules and the data collection process.
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Fig. 1. Data retrieval process

In other words there is an interaction between the application and the SNMP agents
in order to get MIB information from the analyzed nodes. Figure 1 shows how the
mechanism works. The manager station sends capsules with routines that must be
executed in the monitored node, thereby obtaining the desired information.

The first step towards the implementation was to establish ANTS active
environment where an active application is due to execute the routines desired in a
node. To activate a node it is necessary to associate a virtual IP and an entry to a
determined active application in the node, where such configuration is passed as a
parameter through a script (coleta.config). Thus, when the capsule of a certain
application arrives at an active node, it executes there the desired routines.

Another important factor is the routes to be followed by the capsules. The
forwarding must be pre-established in one script called coleta.routes, which can be
generated by the ANTS.
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Fig. 2. Execution model of proposed retrieval mechanism.

After that (scripts and ANTS package), the application is ready to work. It is
composed essentially of three distinct classes: ColetaApplication, ColetaCapsule and
ColetaReturnCapsule.
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The ColetaApplication class starts the data capture, manages the sending and
receiving of capsules and finishes all the process in the manager node. The
ColetaCapsule creates the capsules that embed the local collection code that will be
sent to the monitored nodes. This way, it is possible to send new collection capsules
to the monitored nodes, which implies a distributed model. Finally, the
ColetaReturnCapsule creates the capsules that will return the results and treats the
values returned to the manager node. Figure 2 shows the steps of this execution
model.

3.1 Advantages of the Active Retrieval Mechanism

An analysis was made that compares the proposed mechanism with the native model
of the management protocol using SNMP (Figure 3) in order to show the performance
of both approaches.

MANAGER

e STl operations

Fig. 3. Traditional network framework with SNMP protocol.

In this environment, which was based on the client-server model, there is a great
number of messages exchange. The manager, thus, is interacting with all the managed
devices to get the management information from the MIB agents. This can result in
decreasing performance, as the management centralization will overload the manager
and the tremendous number of messages exchanges between the manager and the
agent will eventually increase the network traffic.
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collected

collection data
. " Pk i
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Fig. 4. Distributed framework of data collection

As previously,seensthe traditional form,of getting MIB data is centralized, thereby
forcing the manager to capture information from all the devices that it manages. In the
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proposed method, any active node, not necessarily the manager, can send a capsule to
run the collection in another active node and one single capsule can run the collection
operation in some devices, as represented in Figure 4.

When the process is started, only one capsule that is sent to the agents can acquire
information from all monitored node. This is possible because an agent is able to send
collection capsules to other agents. The obtained results will be returned to the
management station through capsules too.

4 Results

A comparison was made between the time spent by the proposed collection model and
the traditional model of SNMP, using the ucd-SNMP tool [7]. It was discovered that,
by employing the proposed mechanism, the capture of the entailed values of some
OIDs, in only one node, results in a longer time. But when some nodes were added to
the collection process and the distribution mechanism was used, the performance was
significantly improved, as explained in Figure 4. This conclusion was arrived to by
looking at the average of the obtained results that are graphically presented in Figure
5. In one experiment, two nodes (the manager and the agent) were used. In another
experiment, three nodes (one manager and two agents) were employed. The
benchmarks ware made with and without distributed forwarding and the varied
collected OIDs numbers.
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Fig. 5. Benchmarks.

A more significant improvement has been found when the number of OIDs to be
consulted was modified. Using the experiment with three machines, one can notice
that the increase on the number of OIDs to be obtained has more impact on the
elapsed time when the environment is the traditional SNMP. This is explained by the
fact that, in the proposed method, the manager sends only one capsule with all the
OIDs to be collected; while in the traditional SNMP, some PDUs (Protocol Data Unit)
are sent to get data.

In the practical study, it was verified that the configuration of the routes is also an
excellent factor to obtain better times. This way, in an environment with many
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machines, it is not enough to have a distributed management without evaluating that
points would be advantageous to make the decentralization. It was noted that in a
monitoring of few machines, the collection system must be totally distributed, or
either, a monitored node to pass the collection capsule one another node to be
monitored. However, as the number of nodes increases, there can be a delay in the
collection with this decentralization model. Therefore, it would be of great value the
study and the implementation of an optimal solution in the establishment of the
routes.

5 Conclusions

The motivation of this work is the deficiencies presented in the traditional
management protocols, based on the client-server model. They are centralized
management models that may generate a great number of exchanges of messages
between an agent and a manager, wasting bandwidth and resulting in delays in the
network monitoring.

In the analysis that were performed, it was noted that one of the most important
active platforms is the ANTS, a toolkit written in Java developed by the
Massachusetts Institute of Technology (MIT) that allows a dynamic construction and
implementation of network protocols. For this reason, this framework was used in the
development of the proposed module.

The aim of optimizing the use of the broadband and diminishing the time spent on
collecting data has been reached, because the proposed model is a data collection
mechanism based on distributed management and by the fact that only the capsules
that will indicate the start of the local collection processing are sent though the
network. This is achieved through local SNMP operations, preventing the excess of
messages exchange between the client and the server. Benchmarks were conducted
that prove the benefits on active data collection claimed in this work.

References

1. Tennenhouse, D. L. A Survey of Active Network Research. IEEE Communications
Magazine, v.35, n.1, p.80-86, Jan., 1997.

2. Wetherall, D.J.; Guttag, J.V.; Tennenhouse, D.L. Ants: ,,A Toolkit for Building and
Dynamically Deploying Network Protocols. In: IEEE OPENARCH'98, San Francisco, CA,
Apr. 1998.

3. Schwartz, B.; Zhou, W.; Jackson, A.W. Smart Packets for Active Networks. BBN
Technologies, Jan. 1998.

4. Wetherall, D.J.; Tennenhouse, D.L. The ACTIVE_IP option. In: The 7th ACM SIGOPS
European Workshop, 7, Sep., 1996.

5. Gunter, C.A.; Nettles, S.M.; Smith, J.M. The Switch Ware Active Network Architecture.
IEEE Network, special issue on Active and Pro-grammable Networks, v.12, n.3. , May/Jun,
1998.

6. Tennenhouse, D. L.; Wetherall D.J. Towards an Active Network Architecture. Computer
Communication Review, v.26,n.2, p.5-18, Apr., 1996.

T Net=SNMPwebsitenAvailablerinazhttp://www .net-snmp.org>. Access in: 20 out. 2002.



Adaptive QoS Management for Regulation of
Fairness Among Internet Applications

Miguel F. de Castro'*, Dominique Gaiti?, and Abdallah M’hamed®

! GET/Institut National des Télécommunications
9 rue Charles Fourier - 91011 Evry Cedex, France
{miguel.castro;abdallah.mhamed}@int-evry.fr
2 LM2S - Université de Technologie de Troyes
12 rue Marie Curie - 10010 Troyes Cedex, France
dominique.gaiti@utt.fr

Abstract. Emerging multimedia applications in the Internet character-
izes the trend of service convergence in one only infrastructure. These
new types of media can, however, be harmful to other flows sharing the
same infrastructure, such as TCP-based applications. The most common
problem is fairness, due to the unresponsive behavior of UDP flows. This
article presents a fairness regulation scheme based on an adaptive QoS
management architecture, where nodes are responsible for certain level
of management operations, like surveillance and parameter tuning. An
adaptive meta-behavior is defined in order to adjust scheduling parame-
ters according to UDP/TCP traffic ratio.

1 Introduction

The coexistence of the new generation multimedia services with ubiquitous TCP-
based applications, like WWW_  FTP and Remote Database Access can be com-
plicated. This is due to the fact that most multimedia applications are based
on UDP transport protocol, which does not offer a priori congestion control
mechanisms (unresponsive behavior). Therefore, when TCP and UDP applica-
tions compete for scarce resources, TCP applications take disadvantage because
of their intrinsic congestion control mechanisms, which reduces throughput in
order to adapt to congestion. Moreover, sharing resources among multiple TCP
flows characterized by different RTT (Round-Trip Times), for example, is also
subject of unfair resource distribution, as shown in [1,2]. These situations illus-
trate the fairness problem among these TCP and UDP flows.

This article proposes an adaptive approach based on manipulating scheduling
parameters in order to reduce fairness problems among TCP and UDP flows.
This solution is deployed over an Adaptive QoS Management Architecture based
on Active Networks [3]. Simulations have shown that this adaptive approach can
indeed reduce fairness problem by controlling scheduling parameters.
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The remaining of this article is organized as follows. In Section 2, we outline
the fairness problem in the Internet. Section 3 presents the Adaptive QoS Man-
agement Architecture employed to this work. A case study based on simulation
is shown in Section 4. Obtained results are outlined and evaluated in Section 5,
while Section 6 presents our conclusions and outlooks.

2 Fairness Among Internet Applications

Network management role in the new generation of Internet is still more im-
portant than ever. After the first big collapse threat, the Internet was enhanced
by TCP’s congestion avoidance and flow control. With service convergence, the
challenge is being to create management mechanisms to accommodate several
service behaviors under a common infrastructure.

Moreover, as emerging streaming media applications in the Internet primar-
ily use UDP (User Datagram Protocol) transport, it is still harder to exert more
strict control in order to avoid network congestions. These new UDP applications
generate large volumes of traffic which are not always responsive to network con-
gestion avoidance mechanisms, causing serious problems on fairness [4]. Hence,
if no control is taken, such unresponsive flows could lead to a new congestion
collapse [5].

While a definitive solution to this problem is not yet deployed, standard-
ized and broadly employed, network management must take this problem into
account and try to solve it with a core network point of view. We argue that
the effects of this fairness problem among TCP and UDP applications can be
minimized by performing an adaptive management on packet scheduling param-
eters, in order to regulate packet loss rate. To issue such an adaptive control,
we employ an architecture for adaptive QoS management as described on next
section.

3 An Architecture for Adaptive QoS Management

With the aim to achieve the capabilities of an adaptive and programmable QoS
management described above, we propose a new architecture where a manage-
ment plane is inserted into the Internet layer architecture. This kind of layer
structure in three dimensions is inspired from the B-ISDN (Broadband Inte-
grated Services Digital Network) [6] reference model, which has a separate plane
where all the management functions are implemented. However, our management
plane is based on Active and Programmable Networks in order to enable adap-
tive management. This new plane will store legacy management mechanisms and
it will also be able to receive new mechanisms by offering a Management API
(MAPI) and an Execution Kernel, which constitute the Adaptive Management
Execution Environment. The new architecture for the Adaptive Management is
shown in Figure 1.

The Adaptive Management,Plane.is,composed by the system hardware (ded-
icated to management functions), which is shared between two entities: the set of
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Active Management Plane
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Fig. 1. Adaptive Management Architecture.

Legacy Mechanisms and the Management Kernel. On the top of the Management
Kernel, there are the Core Control, the Management Application Programming
Interface (MAPI) and the Management Module Base (MMB).

The Legacy Mechanisms are built-in mechanisms that are intrinsic to the
network architecture chosen. Examples are Drop-Tail, ECN, RED, etc. These
mechanisms were chosen to be stored separately from customized mechanisms
because as they are strictly inherent to the network architecture employed (e.g.
IPv6, TCP, UDP, etc), they are already standardized and have no need to be
taken away. As they are unchangeable, they can profit of a hardware optimized
implementation and represent the core management mechanisms available. Nev-
ertheless, adaptive management is able to control them (enable and disable) and
to deal with their parameters and configurations.

The MMB is a persistent memory that stores the implementations of the cus-
tomized management mechanisms, which were injected into the node by man-
agement designer. MMB updates are completely controlled by the Core Control
element and, consequently, by central carrier management entities.

The Management Kernel is an Operating System responsible for the creation
and the processing of Execution Environments to the Core Control and to all
management mechanisms that are built on the top of the MAPT and stored in the
MMB. The Kernel controls local resources like queues, memory and processing
power.

The role of the Core Control is to manage the execution of running mech-
anisms, to monitor network status and decide, based on policies installed by
the carrier network manager, to swap running mechanisms with available idle
mechanisms according to the observed network status. The Core Control is also
responsible to serve management information to carrier management system.
The MAPI contains functions and procedures needed for management mecha-
nism designers to have access to low level functions and resources.

We identify two different development levels for programmability to adaptive
management. In the first level, which is simpler to implement, the role of adap-
tive management is network monitoring and management control by means of
adaptive reconfiguration and notifications. In this case, forwarding and manage-
ment functions are mutually independent, and management processing overhead
does not influence forwarding performance. On the other hand, with the second
level, the MMB is able to receive new implementations of mechanisms in addition
to reconfiguration capabilities. These new implementations can be, for instance,
aznew-enhancementyfor,Random Early,Detection (RED) or a new scheduling
algorithm. As this new phase imposes the execution of software-based control
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to forwarding functions, its feasibility depends on the development of high per-
formance execution capabilities. So far, we are already able to see reasonable
performance in software-based network elements deployed over specialized hard-
ware, such as Intel”™ IXP1200 Network Processor [7]. Hence, we believe that
the required capabilities for this second phase of adaptive management will be
available shortly.

The architecture described in this article supports programmability of a num-
ber of modules, such as behavior, information, notification, configuration, etc.
The relationship among these modules performs the desired Adaptive Manage-
ment procedure. A set of implemented modules describes a meta-configuration or
meta-behavior. Inside the architecture, a meta-configuration is seen as an instance
of the Adaptive Management Execution Environment. A meta-configuration is
expressed in a new Domain Specific Language (DSL) called CLAM (Compact
Language for Adaptive Management).

Security in this architecture is issued by protecting the entrance of unknown
active management packets inside the network cloud, i.e. border routers must
filter this kind of packets, unless if it comes from a trusted port. Moreover,
employment of limited syntax language protects the architecture from safety
threats, for instance, infinite loops.

As the architecture is intended to manage a limited carrier domain, scalability
is not a problem, once management functions inside the network do not increase
as the number of end users increases.

Performance is also one of the main concerns on this architecture. The idea of
keeping a management plane separate from operational functions is intended to
render network management functions as independent as possible from transport
functions. Although management plane can control configuration of transport,
there is no interdependence between these two planes, i.e. management plane
does not block transport plane while management actions are taken. Statistic
gathering, for instance, is done by analyzing clones from intercepted packet sam-
ples.. Thus, while management plane analyses packet contents, original package
continues its way. Hence, we consider that this architecture is compliant with
ForCES (Forwarding and Control Element Separation) idea [8].

4 Case Study: Adaptive Fairness Regulation

In order to better understand the problem we want to deal with, we have per-
formed some preliminary experiments. First of all, we reproduce the fairness
problem described earlier on a simple network topology illustrated in Figure 2.
Although very simple, the congested interface of the server-side IP router in this
topology can represent the overall behavior of a general congested interface from
a network node in more complex topologies. Hence, results obtained for the node
in this simple topology can be abstracted to overall interfaces in more complex
networks. This assumption is valid because we do test an isolated behavior of a
network interface, without direct interaction with other network elements, thus
notysubject-tosscalability threats:-Further, there is no per-flow control, which
would be subject to scalability problems.
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In our simulated topology, a given number of clients have access to TCP-
based services (Web, FTP, Mail, DB query and Telnet) and UDP-based services
(Video on Demand, Voice over IP and Videoconferencing). Across a 20 Mbps
serial link, we have a set of servers in enough quantity to avoid server-side bot-
tlenecks (servers’ loads have been watched). Two IP routers enabled with a com-
mon set of QoS management mechanisms (queue management and scheduling)
are disposed at the two borders of the serial link. We use OPNETT™ Modeler
tool to perform simulations.

Client

Servers
Subnets

Web
FTP
Mail
DB Query
Telnet
VoD
VolP

VidConf

Fig. 2. Simulated Topology.

We can easily observe the phenomenon of fairness problem by a simple ex-
perimentation, where 300 TCP clients compete with a variable number of UDP
clients for the 20 Mbps link. Each UDP client generates a 910 Kbps CBR (Con-
stant Bit Rate) flow. In the router, we have an output interface with one only
queue, with capacity of 100 packets, enhanced with RED (Random Early Detec-
tion) [9], with the following parameters: (Maxy, = 100; Ming, = 50; pmaz = 10).
We then calculate the fairness index for this scenario as proposed in [10]:
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where T; and O; represent the measured and the fair throughput for flow i.

For this experiment, we consider the fair throughput for an UDP flow as
the fixed CBR generation throughput, while for TCP flows we consider the fair
throughput as the maximum throughput achieved by a TCP flow when there
is no competing UDP flow. Figure 3(a) shows the results of this experiment.
In this Figure, we can see that the fairness index calculated with Equation 1
accentually decreases as the number of UDP flows increases. Numerically, we
observed along the UDP load increase that TCP flows have to reduce their
throughput in average 62%, while UDP flows have their throughputs decreased
in average only 11%, due to packet drops.

One possible solution to this fairness problem is to compensate the absence of
congestion control mechanisms in UDP by dropping their packets. Consequently,
the first.step.isto-havea-minimums.classification scheme in order to identify UDP
traffic and affect to it a higher discard probability. This classification may be
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restricted to assigning the ToS (Type of Service) field from IP header on UDP
packets, which can be easily done in border nodes of the network, for example.

After this first differentiation, we must find a way to treat differently these
two types of traffic. We employ the Custom Queuing (CQ) [11] from Cisco.
Initially, we want to evaluate the impact in fairness of simply separating the
traffic into two different queues with equivalent priorities, without — for the
moment — adapting parameters. We defined two queues with capacity of 50
packets each, both of them with RED tuned as follows: (Maxy, = 50; Ming, =
30; prmaz = 10). Results are shown in Figure 3(b). As expected, we can observe
that until the number of UDP clients reach 10, fairness index decreases, and
after it begins to increase. This is due to the equality of priority that we have
given to both queues. 10 UDP clients represent in average 10 Mbps of submitted
throughput, which corresponds to 50% of output link capacity. As, since 10 UDP
sources, there is no more bandwidth share available to UDP traffic, and the two
queues are served in the same fashion, UDP packets begin to be more often
rejected due to buffer overflows, and we begin to see fairness index increases
again.
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Fig. 3. Fairness Problem Observation Experiments with One and Two Queues.

Although we were able to observe a certain level of enhancement in fairness
index, it is still not fair to share bandwidth in such a static fashion, giving 50%
resources for each traffic type.

Therefore, it may be desirable for controlling fairness to adapt UDP pack-
ets drop according to congestion situation and to UDP/TCP traffic ratio. This
adaptation can be issued by a customized meta-behavior designed over the above
presented architecture.

4.1 Meta-configuration

The fairness,controlmeta-behavior-we.want to build will be based on a simple
heuristic: we must observe a sample of incoming packets by its marking (TCP- or
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UDP-based), and then determine the appropriate “Byte Count” parameter for
Custom Queuing on each of the two queues. The incoming packet sample gath-
ering is issued by configuring the management core control to collect information
from one intercepted packet at each A1 ms. After collecting information from
N packets, a decision must be made about changing CQ Byte Counts. Hence,
one decision (change) is taken at each AT; = A7 x N ms, based on the UDP
count ratio among the N collected values. Therefore, this new configuration will
be activated for the next AT; ms. After a decision, all counters are reset and
counting process restarts.

In order to determine the best mapping between UDP counter ratio and good
CQ configuration, we have performed several simulations, where the UDP load
was varied. For each traffic situation, different CQ configurations were tested.
Analyzing the obtained results, we have found the average expected CQ config-
uration profile for enhancing fairness according to UDP traffic ratio. From these
experimental results, we were able, by means of a simple linear regression, to
find the CQ Byte Count coefficients v:c, and 7,4, that characterize the ratios
of total Byte Count (BCy;;) given to TCP and UDP queues, respectively. These
coefficients, in their turn, are function of the UDP and TCP traffic ratios (Rycp
and R,qp in [0;1]). Hence, the obtained coefficients are well suited to our network
traffic behavior:

VYtep + Yudp = 1

Bthp = VYtep X BCyy .. BCudp = Yudp X BCay

In order to protect from queue starvation due to mistaken decisions, we
decided to determine a floor of 0.025 for each coefficient, i.e. each queue will
have at least 2.5% of the total Byte Count.

Table 1. Simulation parameters.

parameter name value
Total Simulation Time (s) Toim 430
Transient Sim. Time (s) Ttrans 130
Total Byte Count BCau 20,000

Number of Collected Packets N 1,000

Time between collects (ms) At (1, 2, 4, 8, 16, 32, 64)
Number of UDP Clients Nuap variable (1 — 20)
Number of TCP Clients Niep 300

Table 1 shows all simulation parameters defined for our experiments. The sim-
ulation transient time was calculated following techniques found in [10]. Several
replications of the same scenario were simulated in order to obtain a reasonable
confidence interval.

From the preliminary results;we.determined the good values for 7y, and yyap
in order to calculate CQ parameters each AT,; ms. Thus, the management core
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control was configured with a meta-behavior where incoming traffic is observed
and CQ configuration is adapted in real time. In order to test this meta-behavior,
we have created a generic traffic scenario where the number of active clients
is varied along time. Management core control does not have direct access to
information such as the instantaneous number of active clients. Thus, UDP traffic
ratio must be estimated from collected packet samples. Results are shown in the
next section.

5 Results and Discussion

This section shows the results obtained from enhancing the simulated routers
in our topology with the meta-behavior described in the last section. In Fig-
ure 5(a), we can see the mean UDP load inferred by the meta-behavior and the
corresponding values of v,4, for a scenario where At = 4ms, i.e. one packet ex-
amined at each 4ms. This values of 7,4, Were used to adapt in real-time values
for BCy.p, and BCyq,. We can observe that, as stated earlier, 7y,qp is directly
proportional to the UDP traffic ratio.

In order to determine the best value to AT}, we have tried different values for
AT, holding the number of packets examined before decision N = 1000. Hence,
we tried ATy = (1s;2s;4s;8s; 16s; 32s; 64s). Figure 4(a) shows the average fair-
ness index value calculated for each one of these scenarios (Active t=1s ... 64s).
We also tested the two former scenarios where there is no adaptive management:
1 Queue (single queuing with no traffic differentiation) and 2 Queues (one queue
to UDP and the other to TCP, keeping the same fix value to CQ Byte Count to
each queue).

Faimess Index

002 L L L L L L
o 50 100 150 200 250 300
Time (s)
1 Queue —— Active =25 Active t=16s -~ -
Acti

ive t=4s ——— Active 1=325 - --- -
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As we can observe from this figure, all tested scenarios with active meta-
behaviors have presented fairness enhancements when compared to the two fixed
configurations (1 Queue and 2 Queues).

Figure 4(b) compares the mean fairness index values for all scenarios. We
can observe that when we isolate all active scenarios, we had the lower fairness
index with ATy = 8s. Nevertheless, fairness obtained with this value of ATy is
still better than the static scenarios. That means that 8s was not enough to infer
an accurate value for the actual UDP traffic ratio or either the decision taken
based on the eight last seconds is not the best choice for the next 8 seconds.
In fact, this decision depends on overall traffic behavior, more specifically its
variability. On the other hand, the best values are found for AT; = 1s and
ATy = 32s. Therefore, we conclude that the decision granularity of 1s gets good
results because it keeps in track of every minor change in traffic behavior, and
the decision taken is often updates. On the other hand, ATy = 32s is the choice
that better fit the variability behavior of the traffic modeled in this simulations.
However, ATy = 1s is not interesting because it states that information must
be gathered from one packet at each 1ms, which in the worst case would mean
collect the equivalent of 12 Mbps of data (considering MTU = 1500 bytes).
Hence, this would generate an unacceptable overhead. Thus, the best choice for
our network behavior is AT,; = 32s.

If we observe the differences in fairness index shown in Figure 4(b), the differ-
ence between the best value obtained with active meta-behavior and the base fix
configuration (1 Queue) is 0.038. Although this may seem a small difference, the
impact over application-level performance is very significant. For instance, we
have calculated the mean web page download time for a few scenarios. The results
are illustrated in Figure 5(b). From these results, we have found an application-
level performance recovery of average 20% when comparing ATy = 32s and “1
Queue”. In this case, mean page download time dropped from 6.81s to 5.47s.
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Fig. 5. Experiments Results.
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6 Conclusions and Outlook

The results presented in the case study encourage the employment of adaptive
management inside the network. Just as for the fairness problem, this architec-
ture may permit the development and deployment of new heuristics to manage
IP networks — especially with QoS constraints — in a flexible and efficient fashion.

In the case study presented in this article, we are able to see that fairness
was indeed enhanced by means of active control. Although the best parameters
found to these experiments may be specific for the applications and the traffic
behavior presented in this topology, we argue that the architecture is flexible
enough to allow adaptation to other network realities.

However, the problem presented in this case study does not employ all po-
tentials of the proposed architecture. Indeed, most features offered by the adap-
tive management architecture was not necessary, thus not employed in this case
study. As future work, we want to extend the gamma of management problems
solved by means of adaptive meta-behaviors, also making use of further features
of this architecture, such as customized notifications (communication) among
network elements.
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Abstract. In this paper we analyze Gain and Noise Figure of a C and an L band
EDFA verifying experimentally the behavior of the involved parameters as a
function of the power and the wavelength.

1 Introduction

In recent years, the EDFA has revolutionized the field of long haul transmission [1].
Typical long distance links installed today contain a booster amplifier at the trans-
mitter, a series of in-line amplifiers along the transmission line and a preamplifier at
the receiver. In contrast, the number of 3-R regenerators along the transmission line
has dropped substantially in comparison with the traditionally equipped links. The
predictability of the amplifiers figures, particularly the spectral characteristics for the
gain and noise, plays an important role for the layout of such transmission systems;
especially if the number and lengths of amplifier spans vary and/or if multivendor
equipment is installed. With the advent of commercial long distance systems operat-
ing in Wavelength-Division Multiplexing (WDM), the predictability of the EDFA
behavior has become crucial since the operating point of the EDFA is now affected
by the power and the spectral characteristics of each WDM. In addition, optical am-
plifiers for WDM transmission are partly based on an increasingly complex internal
circuitry.

The spectral gain and NF can be completely described by solving numerically
(numerical models), for specified amplifier parameters, the propagation and rate
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equations that model the interaction between the optical field with Erbium ions [2].
This methodology is heavy to solve, since longitudinal and transverse integrations of
the equations are necessary, however it is the most approximated and used in EDFA
simulations [3].

Another valid approach is to use the so-called analytical models; these meant that
the resulting expressions providing basic EDFA characteristics (gain, noise, output
spectra, etc.) turn into closed forms, i.e., no longitudinal integration being necessary.
On a reduced-complexity end, the analytical models provide straightforward predic-
tions on the basic EDFA characteristics, at the expense of some simplifying assump-
tions concerning the regime of operation.

In the class of analytical models we find the Black Box Model (BBM), based upon
input-output measurements, which is useful when some of the internal parameters or
construction details of the amplifier are not available. This will be the model used in
this work. A simple and accurate BBM has been proposed, where gain and NF are
described by empirical formulas [4].This approach will be applied experimentally to
two EDFA one in the C-band (1530-1565nm) and the other in the L-band (1570nm —
1610nm).

2 The Model

The spectral properties of gain saturation, for a given wavelength, can be described
by an empirical equation [4], which depends on the signal input power and small
signal gain, given by:

6. G _ G (1)

(&f [@&T
14| 2= 14—
P B e

In equation (1), G, and G are the small signal gain and the saturated gain, respec-
tively, for a given input signal power P,. The unknown terms are oo and P, or P, if
we consider the maximum output power, which is givenby P, = G P, ..

The main idea is to determine experimentally the small signal gain for the band-
width required, and then a minimum of two sets of saturation gains for each signal
wavelength are sufficient to determine the two parameters, ¢ and P, . With these
parameters obtained, the saturated gain can be accurately modeled for a given signal
wavelength. Using the same parameters for different signal wavelengths, the accuracy
is not guaranteed, as we will see next.

In Fig.1 the measured gains for 1590nm are represented by squares, with small
signal gain (Go) for P, = -45dBm equal to 26.95dB. Fitting the points results in P

in

sar® max?

max

26.619, and o = 0.789. Substituting these parameters in (1), a plot of the predicted
gain is made by the model, which is also shown in Fig.1 (continuous line). As we can
see, there is good agreement between the experimental and modeled gains.
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Fig. 1. Modeled and experimental gains for different input powers at 1590nm. The modeled
gain is a function of P___and o, previously determined using experimental gains
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Following a similar procedure for the rest of the wavelengths, good accuracy is
kept and the parameters were extracted. Fig.2 a, b and ¢ present G,, P, and o for C-
Band, where the measured values are represented by ‘x’s.

Observing Figs 2 a, b and ¢ we see that the parameters are not constant for the
wavelengths considered. Reasonable approximations of these curves can be estimated
by using polynomial regression, fitting regression values to the obtained by the model
(G, P,,, or o), by means of a polynomial of any order.

Using polynomial regression, the coefficients of the polynomials are determined.
For G, and P, , the polynomials were of fourth order, and for ¢, a second order poly-
nomial was enough.

Using polynomial regression, the coefficients of the polynomials are determined.
For G, and P, , the polynomials were of fourth order, and the coefficients are given
by (2) and (3) respectively. To approximate ¢, a second order polynomial was
enough, and its coefficients are given by (4).

Pin (dBm)

a)

Fin (dBm)
Wavelength (nm)

b)
Fig. 3. 3D model representation for C band (a) L-band (b).
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G,(A) =30.22—0.62-(A—1580)+0.02- (A—1580)° +1.12.10"* - (11580’ )
~4.57-107 -(1-1580)*

G,(4)=30.22-0.62-(A—1580)+0.02-(1—1580)> +1.12-107 - (1—1580)* - 3)
—4.57-107 -(1-1580)*

(1) =0.78—-2.29-107 - (1 -1580)—2.44-107* - (1 —1580)° 4)

Applying (2), (3), (4) in (1), we obtain a completely defined gain model for C-
Band. For the L band similar procedure was followed. In Fig. 3 we present the 3D
models for the gain variation with input power and wavelength dependent parameters
for the two amplifiers, C and L Band.

3 Conclusions

We have experimentally determined the parameters of BBM Model for the gain of
EDFA'’s in C and L-bands. There is good agreement on the measured and modeled
obtained values. The characterization of the BBM with the wavelength was made, and
some analytical expressions for the parameters (G, P, , &) were obtained for both
amplifiers.
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Abstract. Optical packet switching offers the possibility of increased
granularity and more effective use of bandwidth in large capacity systems, on a
scale of Tb/s. The natural integration of optical packet switching in photonic
technology opens up the possibility of packet switching in transparent optical
channels, where the packets remain from end-to-end in the optical domain,
without the necessity of optoelectronic conversion. Therefore, the optical
switching must be robust enough in order to provide conditions to solve the
contention between optical packets in access networks, where the traffic is less
aggregated. This work presents alternative schemes of contention resolution
between optical packets to be used in access networks, without using the
already established, but more expensive, wavelength conversion of WDM
systems.

1 Introduction

The extraordinary increase of the Internet traffic has caused a strong traffic demand
due to the provision of broadband services in optical as well as wireless networks,
such as data, voice and video communications. The advent of WDM technology has
already allowed significant advances in the increase of the available capacity in point-
to-point optical links, but the processing capacity of the switches and electronic
routers must represent serious limitations in the future optical networks. The fact that
the Internet Protocol (IP) has emerged as the dominant protocol for data
communications and that WDM technology utilizes the optical bandwidth more
efficiently and incrementally, has motivated the use of IP over WDM in the optical
layer. One of the main challenges of such approach is the existent mismatch between
the transmission capacity offered by the WDM technology and the processing
capacity of IP routers. In addition, there is also a concern about the performance of
very large size routing tables, usually encountered in network backbones, which can
easily exceed 6x10° entries [1]. The most critical switching functionality arises at the
forwarding level.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 272-281, 2004.
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Optical packet switching technology emerges as an alternative to surpass the ultimate
limitations of the processing capacity of electronic devices for higher speed data rate
transmission and throughput, by keeping a transparent payload content untouched,
and processing only simple headers. The optical packets consist of a header and
payload, where the former contains the routing information, which must be processed
at each switching node. Thus, the header may be processed at a lower rate suitable for
the available electronic switching technology, while the payload remains in the
optical domain and might have higher bit rates [2]. Such approach is more suitable for
optical access networks (OANSs) [3], where traffic demands are expected to increase
rapidly due to the introduction of new broadband services.

In access networks, traffic is less aggregated and presents somehow a more burst
like behavior. The optical packet switching technology seems to be economically
feasible in OANS, if the cost of implementing optical transparent nodes is compatible
with the bandwidth requirements and demand of access from end users. In such
context, a regular multihop 2X2 mesh network topology, such as Manhattan Street
[4].[5], provides flexibility, scalability and finer granularity to such optical access
network. The redundancy of optical paths prevents unnecessary demands for extra
bandwidth, and avoids waste of resources as generally occurs in conventional
broadcast and select topologies. In this work we study two approaches in order to
develop criteria for the contention resolution between optical packets, which are the
temporal and spatial contention resolution schemes. In other words, we present the
temporal criterion, with optical buffers that comprise of fiber delay lines, and the
spatial criterion, with deflection of optical packets. The traffic analysis is performed
in a mesh network topology with a 2x2 configuration, with a new module developed
for the Network Simulator (NS) that will be also used in the future to analyze that
optical packet switching networks in the context of differentiated voice and data
traffic, and QoS.

This work is organized as follows. In Section 2, we present, in a summarized form,
the problem of contention between optical packets and a brief description of temporal
and spatial contention resolution criteria. In Section 3, we analyze these two
contention resolution criteria through the discrete events simulation method, using a
Manhattan Street (MS) topology, and thus, acquiring the base for the analysis
between these contention resolution schemes. Finally, in Section 4, we present the
conclusions and final considerations for this work.

2 Techniques for Contention Resolution Without
Wavelength Conversion

We consider optical networks with a topology comprising switching nodes with two
input and output ports (2x2 nodes). These optical networks also include header
electronic processing for the optical addressing recognition, using, for example, a
frequency header labeling technique [6],[7].
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Packet Lozs

Fig. 1. Optical network without contention resolution criterion.

Hence, analyzing the traffic distribution in a simple topology, as shown in the Fig.
1, we can see that there are situations where in the two input ports of a given switch
node arrive two different optical packets at the same time, having the same preferred
output port. In this example, we have two traffic flows arriving at the node 2 from the
nodes 0 and 1 (different input ports), and they must be redirected to the node 3 (the
same output port). We can observe that, as the packets arrive to the node 2 at the same
time, and considering no contention resolution method, the node is not able to
perform the simultaneous processing. Consequently, one of the traffic flows is
discarded, since the synchronism in the packets generation (time interval between
packets of the same flow) is kept the same. Therefore, an approach to avoid the packet
loss of the traffic flow from node 1 is the adoption of a contention resolution method.
As seen previously, one of the solutions is the wavelength conversion in the switch
node (WDM techniques). However, we analyze other techniques due to the greater
simplicity of a node without wavelength conversion, and because of the smaller
technological costs for the implementation of contention resolution methods.

2.1 Buffering Optical Packets

The optical buffers are also used to synchronization and flow control. They can be
allocated in several parts of the routing node, such as in the input ports, in the output
ports or be shared between the input and output ports[8]. We can have optical buffers
in a switch, using for this, optical fiber delay lines (FDL). One of the existent models
is classified as recirculating configuration, and it consists of multiple optical fiber
delay lines, where each forms a loop with one circulation time equal to one packet
duration. Table 1 presents a compilation for comparison of the sizes of different
packets and frames in order to determine the optical fiber length of a FDL. The buffer
can store multiple packets with the constraint that one packet enters and leaves the
buffer at a time.

The recirculating buffer presents greater flexibility. This because the packet storage
time can be adjusted by changing the circulation number, and offers additionally the
capability of random access with a storage time, which depends on the number of
recirculations. Nevertheless, the signal has to be amplified during each circulation to
compensate for the power loss, which results in amplified spontaneous emission noise
and limits somewhat the maximum buffering time.



Optical Packet Switching Access Networks 275

Table 1. Estimated packet time durations and corresponding fiber buffer lengths at 2.5 Gb/s

Packet Bit Rate

Packet Size acke 2.5 Gbls

Packet Type - Size -
(bytes) (bits) | Time (ns) Fiber
Length
IP Datagram < 65500 < 524000 210000 42 km
Ethernet Frame < 1500 < 12000 4800 980 m
ATM Cell 53 424 170 34 m

2.2 Deflection Routing for Packets

In conventional electronic networks the packet buffers in the intermediate nodes is
usually implemented by a store-and-forward routing. This approach can not be simply
applied to optical packet networks using just FDL. Thus, the deflection routing
scheme, also called hot potato routing, represents an attractive alternative to become
possible the implementation of an optical packet network without buffer, with mesh
topologies, and with a contention resolution criterion.

Deflected Packets ,.’
+*

Fig. 2. Optical network with deflection routing.

According to the network presented in Fig. 1, we can see now the behavior shown
in Fig. 2, where we can observe that none of the packets is lost in the circumstances
presented there. Two important parameters must be considered, when we work with
deflection routing: the packets delay between their source and final destination and
the order of packet arrivals at the destination node. These parameters are related with
the issues of quality of service (QoS). The packets delay between their source and
final destination is extremely important due to the fact that the packets can remain in
the network a greater time than the usual one, before they arrive to their final
destinations. For example, Fig. 2 can be considered again, where initially the two
packet flows have two links to cover before arriving at the final destination. However,
because of the deflection routing, the flow originated at node 1 is deflected in the
node 2 (redirected to the node 4), which follows its route to node 3, only at node 4,
covering one link more than the initially expected.
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3 Analysis of Contention Resolution Techniques Without
Wavelength Conversion

In the analysis of the contention resolution techniques without wavelength
conversion, we have used a methodology already used in other works [9], which
follows the analysis of uniform traffic distribution [10].

(“\.

R

OHOIOron

SORCIRERO

Fig. 3. Manbhattan Street Topology with 16 nodes.

The network capacity C is the product of the total number of links by the bit rate,
divided by the average number of hops (links) that a packet takes to travel to its
destination. Therefore, in the case there are N nodes with two links, a bandwidth of S

bits/s and an average number of hops ﬁ, the total network capacity is given by

Equation (1) [10].

2-N-S 1)
H

C =

Under uniform traffic distribution, all links are equally loaded and the expected
average number of hops in a MS-16, shown in Fig. 3, is 2.933, leading us to an
aggregate capacity C of 27.27 Gb/s. In order to represent the same traffic conditions
with the NS-2 simulator [11], we have followed the methodology where packets are
generated in all network nodes, with destination addresses to all other ones. As a
result, the maximum network capacity will be reached when the bit rate R generated
by each user (or traffic flow) is the same and given by Equation (2)

N )
N-(N-1)

Each user can admit a fraction R,, that is understood as the bit rate corresponding to
a given network load L, which can vary from 0 to 100%. So that, R, is equal to R (the
maximum bit rate) when L = 100%, as we can see in Equation (3).

R,=R-L 3)
For each value of R,, varying L in intervals of 10%, we evaluate the Packet Loss

Fraction (PLF) to the MS-16, which is our performance metric of each one of the
studiedicontentionresolutiomtechniquesnOther architectures are considered elsewhere
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[12]. The PLF is given by Equation (4), where p is the total number of lost packets,
and r is the total number of received packets.

p “)
pt+r

PLF =

f —&- Optical single buffer
—A- Deflection routing

Packet Loss Fraction

3

10 L L L L L L L L

10 20 30 40 50 60 70 80 90 100
Network Load (%)

Fig. 4. Performance of MS-16 with deflection routing and optical buffer techniques using PLF.

Hence, using the discrete event simulation tool NS-2 [13], we have achieved the
evaluation results for the MS-16 presented in Fig. 3, with temporal and spatial
contention resolution criterion. Our scenario has considered packets size (ps) of 650
Bytes, links of 10 ps (2 km) with bandwidth 2.5 Gb/s, simulation time (s?) of 2 ms
and using UDP (User Datagram Protocol) in the transport layer. When using temporal
contention resolution, we have adopted a recirculating optical buffer in each node
output port. Also, we have considered a CPVI (Constant Packet with Variable
Intervals) traffic, which comprises packets with constant size and interval between
them following an exponential distribution. The network throughput (NT) is defined
by Equation (5), where NT is the fraction of network resource that successfully
delivers data.

_8r-ps 5)
C-st

NT

In Fig. 4 we show the performance comparison between temporal and spatial
contention resolution techniques, considering an optical single buffer. Through we
can note that the behavior of deflection routing is quite better, when compared with
the single optical buffer (optical buffer with size of one packet), up to 50% of the
network load.

This can be explained by the adopted methodology, where there are 256 users
increasing their bit rates R, linearly. Them, the network still can experience packet
loss, even with the adoption of a contention resolution method, because there is the
bottleneck of the link capacities, and can have network links loader than other ones.
Thus, when a link reaches locally its maximum capacity S we observe packet losses.
Besides, we have not considered a method for the blocking application. So, we take
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conditions of traffic, even with a small network load, because all the applications are
attended, and they can congest some links even with a geographical uniform
distribution of traffic, as adopted in this work.

—&- Optical single buffer
—A- Deflection routing D
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Fig. 5. Network throughput.

We have also analyzed the evolution of the network throughput for the two
contention resolution schemes. The results, based on Equation (5), are shown in Fig.
5. We can see that we have almost the same performance of throughput, when
considering an optical single buffer and the deflection routing, up to 50% of network
load. After that, the optical buffer presents a better performance of throughput by the
same reasons presented when discussing the lower PLF of the optical single buffer
above the threshold of 50% of network load. Therefore, one of our studies is to build
a block mechanism to avoid the loss of packets when the application is about to enter
the network and the two output ports of node are busy, which occurs frequently with
higher network loads, and where the problem is effectively realized. However, the
simulations presented here are enough to understand that when the networks are
submitted to low loads, case of access networks, the contention resolution methods
without wavelength conversion are sufficient to deliver data with a satisfactory level
of performance.
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g. 6. Performance of MS-16 using optical buffers.
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In Fig. 6 we see the performance of MS-16 with temporal contention resolution.
Here we have considered a recirculating optical buffer, which size can store 1, 2, 4 or
8 packets. We can observe that the performance difference is very small when we
increase the optical buffer size. It can be explained by the network load, that
determines the packet losses in a given links even with a great buffer size.

In Fig. 7 we estimate, with simulation results, the average delay (AD) and its
respective standard deviation (SD) when considering all packets that have traveled in
the networks, as well as the average life time (LT) and its SD when considering the
packets that were discarded. In this figure we consider the MS-16 topology, and
additionally, three other network topologies with 4, 6 and 8 nodes, comprising 2x2
nodes, and using the deflection routing method for contention resolution. We can
observe in Fig. 7 (a) that a network with a small size can present better performances
of AD, when submitted to low network loads, but with a higher load, as viewed in
Fig. 7 (b), the number of collisions between packets increases, taking us to a SD
greater because of the deflection routing. Moreover, we can also see that the SD
related to the LT is greater than the own LT, because of the packets that have been
lost in the first links that they should travel, and other ones traveling a excessive
number of links, limiting their possibilities of reach the final destination node.

" Netwark Lasd af 108/ Metwark Losd of 6
AD - All Packe AD - Al Paces
as S0 - All Packee s 50— All Packes
LT - Last Padet: LT —Last Pscet
S - Lost Packis 40F 50 - Loat Paden
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Fig. 7. Average Delay and Life Time of packets for 4 network topologies, including the MS-16.

In network loads of 50%, for the MS-16, we observe AD of 50 pus, with SD of 43
ps. It is too large when compared with the same parameters with network load of
10%. Besides, the LT is much more significant when the network load is 50%,
evidencing the great number of packets, which are lost without reach their final
destination. It has visible impacts in the network performance, as we can see in Fig. 4,
when we analyze the two contention resolution methods for network loads greater
than 50%, and the deflection routing presents a worse performance when compared
with optical buffers. The other parameter related to QoS, besides the AD, is the order
in the packet arrivals at the destination node. It is easy to realize that we have a
significant impact for the QoS, due to the final order in the destination node, because
the great value of SD, relative to AD, appoint to the need of a reordering mechanism
to recover the order of packets as in the original flow.
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4 Conclusions

Recent advances in optical technology and the expectation of multi-functional
communications networks, with greater capacities of switching, have stimulated the
research in optical networks with functionality of optical packet switching.

From the techniques of time and space contention resolution presented here, it is
evident that the use of one or another is essential to a good performance of the
networks. In general, this performance was satisfactory in the region of low network
loads for the two studied techniques. Comparing the two schemes we realize a better
performance bufferless deflection routing for lower traffic and a better performance of
optical buffering for higher loads. However, to the choice of one or another, we
should elect some priorities, which can take into account some economics,
technological and application criteria. For example, the possibility to guarantee the
QoS, the nature of traffic flows (if it is a real time or not), the kind of network where
the system will work and the available technology. It is clear that we do not expect
that the two techniques presented here can substitute the already established WDM
systems, due to their great robustness and large use in the core networks. However,
the WDM systems need a large initial investment in technologies, which have high
aggregated costs. Therefore, the two techniques presented can be viewed as an
alternative in some networks where we have not high traffic loads, as for example, the
access networks, which should be able to switch optical packets in a near future.
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Abstract. In this paper, we will present the full-optical realization of spectrum
analyzer system based on Electromagnetic Induced Transparency (EIT) and
Fabry-Perot interferometer. In this system, the index of refraction variation due
to variation of the coupling field intensity in the EIT process can be used for
detection of the incident light components in the frequency domain. For
extracting the frequency component, the transmission coefficient of the Fabry-
Perot interferometer is used. Our proposed system can monitor the incident
spectrum content at least for 5-THz bandwidth.

1 Introduction

Nowadays, high speed signal processing is basic demand from science and technology
point of view. Photonics based technologies was a important alternative. But, optical
to electrical and electrical to optical conversions have large delay time. So, for
removing this delay time the full-optical systems were proposed in the last few years.
In this direction, in this paper, we will propose a new structure for full-optical
spectrum analyzer as an important block in the signal-processing domain. There are
many previously published works in the spectrum analyzer area [1-6]. In [1], Fiber
Bragg Grating is used for implementation of optical spectrum analyzer. In this work
14 nm bandwidth with 0.12 nm resolution were reported and the opto-electronical
techniques were used. In [2] the authors proposed a high-resolution optical spectrum
analyzer based on Heterodyne detection. In [3] the electro-optically tunable Er-doped
Ti:LiNbo3 wave-guide Fabry-Perot cavity was used. In [4], the authors will present a
spectrum analyzer using a UV-induced chirped grating on a planar wave-guide and a
linear detector array. This structure has a bandwidth of 7.8 nm. In [5] a new type of
optical spectrum analyzer is proposed that features the cascade connection of different
arrayed wave-guide grating with different channel spacing through optical switches.
In all the presented work, the mixed system (Photonics) is used for implementation of
spectrum analyzer. But, in this work, we will present a novel and suitable full-optical
method based on EIT and Fabry-Perot interferometer [6]. In our case, we will use the
potential properties of EIT phenomenon.

The organization of this paper is as follows.

In section II, EIT based all-optical spectrum analyzer is investigated. In this section
we try to present the EIT phenomenon based susceptibility control by coupling field.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 282286, 2004.
© Springer-Vetlag Berlin Heidelberg 2004
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Then using this alternative, we obtain the transmission coefficient of Fabry-Perot
cavity included by EIT medium. Finally, the obtained results for our proposed system
are reported. Finally, the paper ends with a conclusion.

2 EIT Based All-Optical Spectrum Analyzer

In this section we will propose a new structure for implementation of full-optical
spectrum analyzer based on Fabry-perot interferometer. In this new structure, the
quantum optical phenomenon named EIT is used. EIT describes the phenomena
whereby a medium that is normally opaque to a input signal (probe or incident laser)
tuned to a resonant transition can be made transparent when a coupling field is also
applied simultaneously. EIT can be performed in atomic, solids and semiconductor
mediums. For this case, we consider the Hetero-structure semiconductors as an EIT
medium with a three-level system such as shown in Fig. (1). Application of a light
beam at frequency w, (pump beam) will, under certain conditions, allow for a signal

beam at frequency w= w,, to experience extremely low losses whereas in absence of

the former, high absorption is observed. Signal (probe) and control (pump) electric
fields amplitudes are respectively related to the Rabi frequencies Q, and Q,, depicted
in Fig. (1). At EIT condition [7], the system is driven by the optical beams in to a
time-invariant electronic state (dark state), which arises from a coherent combination
of the eigenstates |c)and |b) . The density matrix formalism can be used for obtaining

the system susceptibility. Now, using quantum mechanical tools one can obtain the
following relations for the susceptibility of the medium from the incident signal point
of view [7].
x=x+iy ey
2
N, |P,| lps+i(A, —A
l — a ab [7/3 l( ab ac)]Q - (2)
80h (73 + i(Aab - Aac ))(71 + iAab) + Zc

where Q,, Q, are the related Rabi frequencies which are corresponds to signal and
A

(@, is the incident signal frequency) and coupling field detuning ( @, is the coupling

coupling field amplitudes, A, = @, — @ . =@, — o, are incident signal detuning

p> “a

b=
Fig. 1. 3-level A_type EIT medium
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Coupling Field
Intensity

Time

Fig. 2. Coupling Field Variation Profile

field frequency), y,and y,are the decay rates for off diagonal the density matrix
elements relating to the transitions a-b and b-c respectively, N,is the density of 3-
level states and P, is the dipole matrix element between a and b. Now, using Eq. (2),
we can obtain the index of refraction as

n=yni+y 3)

where n,is background index of refraction. Using smooth variation of the coupling

field as Fig. (2), we can obtain the susceptibility variation and consequently index of
refraction variation.

Fig. (3) shows our idea for realization of full-optical spectrum analyzer. In this
structure, the transmitted intensity is used for detection of frequency contents of the
incident light. The Fabry-Perot cell including EIT medium is used for our proposal.
According to the light transmission in layered media [6], we obtain the

; @

;= t12t23e_"¢.

1+ 1,552
where 1, and ¢,; are the transmission coefficients from layer 1 to 2 and layer 2 to 3
respectively. Also, r,and ry, are reflectivity from layer 1 to 2 and layer 2 to 3. The

¢ in Eq. (4) is defined as
o= 27”n2d cos(6) (5)

where Ais the incident light component wavelength, n,is the index of refraction for

EIT medium, dis thickness of EIT medium and @is the incident light angle with
respect to normal axis to EIT surface. The intensity Transmission coefficient for this
structure can be obtained as
B (1-R)’
 (1-R)* +4Rsin*(¢)

(6)

2 2. .« . .
where R =|r,|" =|r,| is reflectivity from interfaces.

Figs. (4.1,2) shows the transmission and reflection coefficients for our proposed
structure. As we see, changing the incident wavelength will change the transmission
coefficient peak. So, with measuring the transmission coefficient peaks, one can
determine the incident frequency components. Also, the reflection coefficient can be
used for spectrum analyzer purpose.
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Fig. 3. Schematics of Full-optical Spectrum Analyzer
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Fig. 4.1. Transmission Coefficient Vs. Index of Refraction Variation
a)A = 0.9075um,b)0.91504m,c)0.9225um,d)0.930um 4 f)0.9375um,h)0.9450um
n=ny=1,d=1um
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Fig. 4.2. Transmission Coefficient Vs. Index of Refraction Variation
a)A =0.9075um,b)0.9150um,c)0.9225um,d)0.930um, ,
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Fig. 5 shows the output-transmitted intensities for two incident components with
different amplitudes.

Output Transmitted Light

'35 355 36 365 37 375 38 38 39
Index of Refraction [EIT Medium]

Fig. 5. Transmitted Intensities Vs. Index of Refraction
a)A =0.9075um,b)0.9450um , n, = ny =1,d = lum ,a: Input Amplitude=1, h: Input
Amplitude=0.6

As Fig. (5) shows that the incident wavelength and amplitude can be obtained from
transmitted intensities.

Conclusion

In this paper, we propose a new structure for full-optical spectrum analyzer based on
EIT phenomenon. In this topology, Fabry-Perot interferometer is used for detection of
frequency component of incident light. Our proposed system has 5-THz bandwidth
because of EIT limitation, which is very large for communication purpose. Our
structure is analog and easy for implementation with GaAs based structures.

References

1. Wagner, J. L. et al: Fiber Bragg Grating Optical Spectrum Analyzer Tap. ECOC 97, No. 48,
Sept. 1997.

2. Kataoka, T. and Hagimoto, K.: High Resolution Optical Spectrum Analyzer Using a
Heterodyne Detection Techniques. Proceeding of IMTC’94.

3. Suche, H. et al.: Integrated Optical Spectrum Analyzer with Internal Gain. IEEE Photonics
Technology Letters, Vol. 7, No. 5, May 1995.

4. Madsen, K. et al.: Planar Waveguide Optical Spectrum Analyzer Using a UV-induced
Grating. IEEE J. Selected Topics in Quantum Electronics, Vol. 4, No. 6, Nov. 1998.

5. Takada, K. et al.: Optical Spectrum Analyzer Using Cascade AWG’s with different channel
spacing. IEEE Photonics Technology Letters, Vol. 11, No. 7, July 1999.

6. Yeh, P.: Optical Waves in Layered Media. John Wiley, 1988.

7. Scully, M. O. and Zubairy, M. S.: Quantum Optics. Cambridge University Press, 1997.



A Powerful Tool Based on Finite Element
Method for Designing Photonic Crystal Devices*

Arismar Cerqueira Jr.!, K.Z. Nobrega?, F. Di Pasquale!, and
H.E. Hernandez-Figueroa?

1 Scuola Superiore Sant’Anna di Studi Universitari e di Perfezionamento, Pisa, Italy.
{arismar.cerqueira,fabrizio.dipasquale}@cnit.it.
2 Microwave and Optics Department, DMO, Electrical and Computer Engineering
Faculty, State University of Campinas, UNICAMP, Brazil.
{bzuza,hugo}@dmo.fee.unicamp.br.

Abstract. Photonic crystal devices have been regarded as the key so-
lution for overcoming the limitations of conventional optical devices. In
recent years, their novel and unique features have been investigated and
exploited by many researches. This work presents a powerful design tool
based on Finite Element Method, FEM, to be applied in the design and
optimization of these devices, such as Photonic Crystal Fibers (PCFs)
and integrated optical waveguides with photonic crystals. The full vec-
torial FEM code which has been implemented can be used for accurate
modal and dispersion analysis. Some examples are presented concerning
a novel approach for designing large-mode-area endlessly single-mode
PCF and optical waveguides with photonic crystals with reduced critical
power of the optical bistability phenomenon.

1 Introduction

Photonic Crystal Fibers, also known as Holey Fibers, were proposed by Rus-
sell and his co-authors, from University of Bath, in 1992. The first working
example was produced in 1995 and reported in 1996 [1]. Since then this new
kind of fiber has been extensively studied and investigated. There are many
kinds of PCFs with different geometries and propagation mechanisms, which
have been proposed in accordance to the desired application, such as endlessly
single-mode [2], birefringent, ultrahigh nonlinear, large mode-area, dispersion
flattened or hollow-core PCF's [3] [4] [5]. Their applications are not limited to
optical communications; it is also possible to improve optical coherence tomog-
raphy, frequency metrology and spectroscopy with their remarkable properties.

PCFs have multiple air holes periodically arranged around the core. This
periodic structure is called photonic crystal and it is similar to normal crystals
present in semiconductor materials. In other words, photons in a PCF have
similar behavior as electrons in a semiconductor crystal. Initially, the photonic
bandgap, PBG, had been considered the only guiding mechanism for this kind

* This work was partially supported by FAPESP, Brazil.
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of optic fiber. Later, researches have discovered that these fibers could similarly
provide innovative propagation characteristics also using the simplest and most
conventional principle of total internal reflection.

Integrated optical waveguides with photonic crystals are also attracting a
great deal of attention for the possibility they offer in terms of innovative fea-
tures, compactness and cost reduction in telecommunication applications; possi-
ble applications include electrically pumped optical amplifiers, dispersion com-
pensation devices, optical memories, add-drop devices, tunable lasers and filters.

FEM has become recognized as a general method widely applicable to engi-
neering problems [6] and full-vectorial finite element formulations provide effi-
cient and robust techniques for analyzing propagation and dispersion properties
of optical fibers and integrated waveguides [7]. The main properties of these
approaches are:

— No spurious solutions.

— The ability to treat a wide range of dielectric waveguides which may possess
arbitrarily shaped cross-sections, inhomogeneity, transverse-anisotropy and
significant loss or gain.

— Direct solution for the complex propagation constant at a specified frequency.

— Possibility to compute leaky modes.

— It is possible to take into account the polarization effects.

— Accurate expression of the sharp discontinuities in dielectric constant.

— Adaptive mesh refinement allows improvement of the solution in specific
areas of high relative error.

— The global matrices comprising the eigenvalue problem are sparse and sym-
metric.

2 Finite Element Analysis

The large index contrast and complex structure in PCFs make them difficult to
treat mathematically. Standard optical fiber analyses do not help and, in addi-
tion, in the majority of PCF cases is practically impossible to solve analytically,
so Maxwell’s equations must be solved numerically. The main idea consists in
transforming this complicated problem, which can be described by the curl-curl
equation 1:

V x ('V x H) —kiu.H =0 (1)

into an eigensystem, in which its eigenvalues are (3/kg, the effective indexes,
and its eigenvectors are the magnetic field components. In (1) H is the magnetic
field, €, and u, are the dielectric permittivity and magnetic permeability tensors,
respectively, and kg is the wave number in vacuum.

FEM codes are basically divided in four basic steps [8]. The domain dis-
cretization is the first and perhaps the most important step in any finite element
analysis. It consists on dividing the solution domain {2 into a finite number of
subdomains, denoted as 2¢ (e=1,2,3,...M), where M is the total number of sub-
demains:They. form.a,patchwork.of basic elements that can have different sizes,
shapes and physical properties. In our specific case the solution domain is the
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transverse cross-section of the optical waveguide which is divided in triangular
finite elements, instead of rectangular ones because they are more suitable for
irregular regions.

The second step consists in selecting interpolation functions, which provide
an approximation of the unknown solution within each element. The interpo-
lation is usually selected to be a polynomial of first(linear), second(quadratic),
or higher order. We follow a nodal approach using second order polynomials as
interpolating functions in each finite element (each triangle is characterized by
6 nodes,three vertices and the other three at the middles of its three sides, and
the unknown function ¢ is the magnetic field components). Within the element,
the unknown function ¢ is expressed as a quadratic function:

¢°(x,y) = a® + bz + cy + déz? + efxy + foy° (2)

whose six coefficients a®,a,...,a® can be determined by imposing 2 at the six
nodes [8].

In the next step the curl-curl equation is transformed into a generalized
eigenvalue problem by applying a variational formulation. The formulation we
are considering is based on a penalty function to suppress spurious modes, as
shown in (3), |

//[vaH (V % H) +

where s is the penalty function.

By finding the stationary solutions of functional F(H), specially in the com-
plex case, for which maximum or minimum values are meaningless, we obtain
the following generalized eigenvalue system:

[Al{¢} — AlBI{¢} = {0} (4)

where the eigenvalue A is the mode effective refractive index (ness) and the
eigenvector ¢ is the full vectorial magnetic distribution (H,,H, and H).

Finally, solving the eigenvalue system is the fourth and final step in a finite
element analysis. The matrices [A] and [B] are sparse and symmetric, so the
computational time is effectively minimized using a sparse matrix solver. They
are described in [8].

The frequency dependent refractive index n(w), which allows one to account
for the material dispersion, has been described by using the Sellmeir equation:

_1+Z _w2 (5)

where w; is the resonance frequency and B; is the oscillator strength, found
empirically for each material.

The dispersion parameter D(\) can be directly calculated from the modal
effective index nesr(A):

e H)P = K H - HJd2 (3)

277/
D) = -2 Eres ) ©

where A is the operating wavelength and c is the light velocity in vacuum.
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3 Design Tool Based on FEM

The design tool we have developed, is essentially split in four parts, as shown in
figure 1: the Photonic Crystral Fiber Topology Design Appliance, a commercial
mesh generator, the FEM solver and a program for results visualization (Visual).

Matlab environmant Fortran environmant Matlab environmeant

“Mesh ™ FEM
PCE-TD __'(!enel atoD m

Fig. 1. Design tool scheme.

The Photonic Crystral Fiber Topology Design Appliance (PCF-TDA) is an
efficient program, written in matlab, that can easily draw extremely complex
PCFs in seconds. Otherwise it would be necessary to spend a quite long time
to draw and optimize PCF topologies. It allows to design PCF with different
air hole diameter, periodicities and also d/A rates, taking advantage of CAD,
Computer-Aided Design, properties of mesh generator.

The commercial mesh generator provides very accurate meshes, especially in
areas of high relative error. This feature ensures improved solutions, through
mesh refinement in such areas of the transverse waveguide cross-section where
high refractive index differences are present; this is extremely important for de-
signing photonic crystal devices, in which several refractive index discontinuities
are present.

The FEM solver has been written in Fortran language and its implementation
follows the steps described in the previous section to obtain waveguide modal
analysis and dispersion properties.

Visual is a program, written in matlab, which allows easy and efficient visual-
ization of PCF design results, such as magnetic field distributions and dispersion
characteristics.

The main advantage of this design tool is that it is possible to select the
number of eigenvalues and eigenvectors to be analyzed, or in other words, it is
able to compute not only the fundamental mode, but also higher-order modes.
This feature is extremely useful in PCF design, as it allows one to investigate
important characteristics which affect the fiber modal properties.

4 Results

4.1 Large-Mode-Area Endlessly Single-Mode PCF

Standard fiber technology has been shown to be limited by the fundamental
structure of conventional fibers.whichis based on a simple concentric core-
cladding geometry that confines the light in the core by total internal reflection.
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(a) d — 15pm, A — 25pm and {b) Mesh: 5083 triangular elements
dfA =06 and 10286 nodes.

Fig. 2. Large-mode-area endlessly single-mode PCF.

The small refractive index contrasts achievable between the concentric core and
cladding imposes a fundamental constraint on the design properties. Applica-
tions which require high-power in single-mode fibers with large effective area, or
small highly nonlinear cores with precisely controlled dispersion properties are
good examples in which the unique waveguide properties provided by PCF can
offer great advantages. In particular, single-mode operation over a large wave-
length range can be achieved in well-designed PCF's; their endlessly single-mode
features combined with extremely large effective areas [9] make them very at-
tractive for high power applications. As the number of modes in a PCF only
depends on the ratio of air hole diameter d to the spacing between holes A [10],
no changes in the refractive index profile are required to fabricate endlessly
single-mode PCF with different core diameters. These fibers also offer interest-
ing features due to the low nonlinearity achievable with single-mode operation
and large effective area [11]. High power optical amplifiers can be realized based
on this kind of PCFs: in particular, low cost booster amplifiers operating in linear
conditions and pumped by broad area lasers or high power fiber Raman lasers
can be very very attractive for broad-band local area and metro applications.
They can be either based on Raman technology or standard EDFA technology
including Er-Yb co-doped materials [12].

In this section we will point out how our FEM code can be used for designing
endlessly single-mode PCF's based on a new original geometry. In traditional
endlessly single-mode PCFs, the air holes are arranged in a hexagonal honeycomb
pattern across their cross section [9] [10] [2]. We are proposing here a novel
approach to design this kind of solid-core PCF, based on a different geometry,
as shown in figure 2(a). The design parameters of this fiber are: air hole diameter
d = 15um and inter-hole spacing A = 25um, which ensures that this PCF is
endlessly single-mode. The solid-core diameter, defined as the diameter of the
ring formed by the innermost air holes, is D = 35um, that is very large when
compared to step-index single-mode fibers. Note that we have applied a mesh

ategy which improves the a acy»inPCF core, as shown in figure 2(b). This
0286 nodes.
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Endlessly single-mode PCFs have been recently presented operating in the
wavelength range from 337 to 1550nm [2]. The PCF structure here proposed
and shown in figure 2(b) is monomode at all wavelengths A > 100nm, which
represents a remarkable extension in the endlessly single-mode behavior. Figure 4
shows the magnetic field components of the fundamental mode at wavelength
A = 100nm. It is interesting to note that the magnetic field is concentrated in
the PCF core, confirming that the PCF parameters (d, A and d/A) have been
well designed, ensuring total internal reflection.

20 -

20 b

Dispersion (ps/Km/nm)

a0 |

60 |-

L
09 1.0 1 12 13 14 15 18 1.7

Wavelength (um )

Fig. 3. PCF dispersion curve.

Also note that PCFs can be very useful for realizing dispersion compensating
devices and, in general, devices in which it is possible to tailor the chromatic
dispersion characteristics. On the other hand, the modal characteristics of con-
ventional dispersion compensating fibers, DCFs, cannot be significantly changed
to realize effective broad-band dispersion compensation with very short devices,
due to the small index variation achievable over the transverse cross section.
This limitation may be overcome by using photonic crystal fibers, which have a
high-index contrast [13]. PCF can exhibit unique and useful modal characteris-
tics obtained by optimizing design parameters such as d, A and d/A. Figure 3
shows the dispersion properties of this PCF example.

4.2 Optical Waveguide with Photonic Crystals

Circular photonic crystals, embedded in nonlinear channel optical waveguides,
have been proposed to reduce the critical power of the optical bistability phe-
nomenon [14]. This work has proved that the waveguide of figure 5(a) can reduce
up to three times the critical power of the bistable behavior when compared to
conventional waveguides.

In this section we will show how our FEM code can be effectively applied
for, designing.such kind.of integrated.optical waveguides. Numerical results will
also be compared with [14]. Considering the dimensions of the air holes in
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(a) H, (c) H.

Fig. 4. Magnetic field components at wavelength A = 100nm.

figure 5(a) and comparing them with the PCF described in the previous section,
one could easily understand the need of a powerful method able to deal with such
imperfections without lack of numerical accuracy. Once again, a mesh strategy
has been applied in order to improve the accuracy in the core, as shown in
figure 5(b). This mesh has 5364 triangular elements and 10775 nodes.

Fig. 5. Waveguide with photonic crystals and its mesh

This is an example of a multimode waveguide at A = 0.5um, as shown by
the magnetic field components of figure 6. In this case the relation d/A = 0.5
(d = 0.125um and A = 0.25um) was not large enough to trap the higher-
order modes. In other words, the lobe dimensions, or the transverse effective
wavelengths, can slip between the gaps, as shown in figures 6(b) and 6(c).

We have used this optical waveguide to investigate the accuracy of our FEM
design tool for photonic crystals; we have computed waveguide modes and prop-
agation constants at different wavelengths and then computed the waveguide
dispersion properties. Table 1 shows a comparison between effective indexes,
at different wavelengths, calculated by the proposed tool and the one described
in [14]. These results show a very good agreement, with a maximum discrepancy
7 = 0.001%, that proves this tool is very accurate for designing photonic crystal
devices.

ol LN ZJL?H
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{a) Fundamental mode. (b} Second-order mode. {c) Third-order mode.

Fig. 6. Modes of waveguide with photonic crystals.

Table 1. Effective index comparison between the two approaches.

Wavelength [Proposed design tool| Tool described in [14]
(nm)
500 1.55988 1.55986
1000 1.55175 1.55173
1500 1.54294 1.54293

5 Conclusion

It has been proposed a powerful design tool based on a full-vectorial finite-
element method for designing photonic crystal devices. It is essentially divided
in four parts: Photonic Crystral Fiber Topology Design Appliance, a commercial
mesh generator, the FEM solver and Visual for output data visualitation. Its
main advantages are: an easy and efficient interface to draw complex PCF's
in seconds; improved solutions, through mesh refinement; high accuracy of the
numerical solver, which is able to compute not only the fundamental mode,
but also higher-order modes; an easy an useful visualization of the PCF design
results, such as field distributions and dispersion characteristics.

The FEM analysis allows one to transform problems which are practically
impossible to solve analytically into eigensystems, in which the eingenvalues are
the mode effective indexes and eigenvectors are the magnetic field components.

Based on this powerful tool, we have presented a novel structure for endlessly
single-mode PCF's, based on an original symmetry of two-dimensional photonic
crystal around its solid-core. This new structure should improve the perfor-
mances of traditional endlessly single-mode PCFs, since it extends its monomode
operation conditions for all wavelengths A > 100nm; this represents a remarkable
extension in the endlessly single-mode behavior.

These PCFs with large-mode area may be used to construct low cost, high
power amplifiers either based on Raman or EDFA technologies. These amplifiers
can operate in linear regime since they are characterized by very low nonlinear-
ities.

Finally, we have shown that this design tool is suitable not only for PCF's, but
alsofor integrated,optical.photonic.crystal devices. Comparing with published
results concerning an integrated waveguide with photonic crystals for optical spa-
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tial switching, we have shown a maximum discrepancy between effective indexes
lower than n = 0.001%, proving that our techniques provides high numerical
accuracy.
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Abstract. We extend the theory to describe the quantum light memory in
Atype atoms with considering 7. (lower levels coherency decay rate) and

detuning for the probe and the control fields.

1 Introduction

Atomic coherence and related phenomena such as electromagnetically induced
transparency (EIT) and slow light have been studied extensively in recent years [1-
10]. Many application are proposed to this phenomena such as nonlinear optics (SBS,
FWM and etc.), Lasing without Inversion, Laser cooling and Sagnac Interferometer
[11-14]. One of important and promising applications in this field is light storage and
quantum light memory that is investigated by some research groups [15-25]. The most
common mechanism in this application is that the light pulse is trapped and stored in
atomic excitations in the EIT medium by turning off the control field and then is
released by turning on the control field. However, most of these works do not present
clearly and general theory to analyze the propagation and storage of light. In addition,
most of the works in EIT and slow light treat the light classically that is not proper to
extend to quantum memory in which quantum state of light is to be stored. The most
general theory for quantum memory was developed by M. Fleischhauer, et. al.
[16,17]. They consider the light, quantum mechanically and present an excellent
theory to describe the case. However, their work is not general, from our point of
view, in some cases. The most deficient aspect of their work is that they do not
consider the decay rate of lower levels coherency and the detuning from resonances
which have important effects on the propagation and storage of light in the atomic
media. It has caused their theory to be ideal and inexact. In this paper, we try to
extend the theory of quantum light memory which is developed previously by M.
Fleischhauer et al. to a more general and clear quantum mechanically for slow light
and light storage in atomic ensemble with considering all decay rates and detuning.
The organization of this paper is as follows. In section 2, quantum mechanical model
to describe slow light and light storage is presented. In this section after introducing
the mathematical model, two subsection including low intensity limit and small
variations and adiabatic passage limit are discussed. The result and discussion is
presented.in section 3. Finally, the paper.is.ended with a short conclusion.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 296303, 2004.
© Springer-Vetlag Berlin Heidelberg 2004
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2 Mathematical Model for Light Storage

Here we further develop the theory presented in [16]. In this case, A type three level
atoms are considered which is demonstrated in Fig. (1). Probe field couples the two
|a) and |b) atomic levels together and the respected detune is defined

asw,, —v, =A+A,. Also the control (coupling) field couples the two |a) and |c)
levels with a detuning from resonance (@, —v.=A), wherev,, are related to the
probe and the control field carrier frequencies and @, are the resonance frequencies
of corresponding levels. Aand A ,are defined as one and two photon detuning

respectively.

| a)

Ay ¥ A
24—

ybc
Fig. 1. Schematics of A type three level atoms

The probe field E(z,t) can be defined as follows [16]

A Vo
A i——(z—ct)
E(z,1) = /ZZ—VVg(z,z)xe ¢ (1)
0

In this relation é‘(z,,) is the slowly varying annihilation operator (dimensionless field

operator) that corresponds to the envelope of probe field. V is the quantization volume
of field that can be chosen to be equal to the volume of memory cell. The atomic
operator for the atom j is defined as

A

O'éﬁ =| a; )(ﬂ_/ | (2)

In this relation ;) and |j;) are the Heisenberg Picture base atomic Kets (States)

for atom number j. We can divide the memory cell to sections so that atomic operator

does not change on them and every division is characterized by coordinate z. By this
means one can define the collective (continuum) atomic operators as [16,26]

) Ay N
D, 3)
z j=1

where N, is the number of atoms in the division z. For our purposes, it is easier to
work with slowly varying collective atomic operators that are defined as

,
iiﬁ(z—ct)

Gop(2:1) = Gup(zi)e € . (4)
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With considering these operators the interaction Hamiltonian in interaction picture
can be written as [27]

i(A+A )t h

H, =-N I%(hgg (2,0)5 4 (2, )e +595ac (z.0)e™ )+ he., 5)

where N is the total number of atoms in the memory cell, L is the length of the cell,
5 & | Ve .
and g is the vacuum Rabi frequency that is given by , _ ?1°\2<, 7 and is related to
h

atom field coupling strength in a given interaction system. Also, ;; is the electric

dipole moment corresponding to the two levels i and j, and € is the field polarization.
One can find equations of motion for the atomic and field operators by substituting
the above Hamiltonian in the Heisenberg-Langevin equations [26-29] as

[%Haa_z]g(z, 1) = igN&y, (2,1) (6)

%ébc(z,t) = (i, + 73 )5 —18E (2,1)5 e +iQ Gy + Fp(z1)  (Ta)
% Gha (2,0)= (A + D)) + V)G g +iGE(C1)Gpy — ) +i1QG e + Fpg(z,)  (7H)
%éw (2,0) = —(A+ Y )5 o +iQ(G oy —5oy) +igE (210G + o (zat) (7€)

%éaa (Z> t) = _7aéaa _ig[8+(z> t)g-ba _Ha] - i[Q*gca - Ha] + ﬁ‘a (Z’ t) (7d)

%ébb (2.0)= Y0,y + VG +igl€ + (2.0)0y, — Hal+ Fy(z,t)  (Te)

%éw (z,0)= VOL-aa - }/’gcc + i[Q*éca -Hal]+ ﬁc (Z’t) (7f)
The sign (1) on operators is the Dagger sign that correspond to Hermitian conjugate
of the operators. y,, and y,zare the population decay rate of level « and the
coherency decay rate of levels o and grespectively. Q is defined the Rabi
frequency of control field that is given by ¢ - £« E % , where E, is amplitude of

the control field. 1:’& ,ﬁaﬂ are d correlated Langevin noise operators that are caused

by reservoir noisy fluctuations (Vacuum Modes) [16,26,28]. In the above equations
we see the 7,.,A, A, terms in which in the main reference [16] they ignored. These

parameters, as we will show, especially y,. have considerable effects on the memory
behavior. The present equations are a set of coupled differential equations and solving

them are difficult. Therefore, we use some approximations to minimize these
equations.

3 Results and Discussion

Now, our simulated result are presented in the following figures.
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4 Conclusion

In this paper, we further developed the quantum mechanical theory for quantum light
memory in the Low intensity limit and small variations and adiabatic passage limit,
primarily developed by [16]. We entered the parameters y;.,A,A, into the

formulations. We obtained and explained their effects in a clear form.
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Wavelength Conversion with 2R-Regeneration by
UL-SOA Induced Chirp Filtering
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Abstract. Simulations of ultra-long (10 mm) semiconductor optical amplifier’s
induced optical chirp (cross-phase modulation), with posterior conversion to
amplitude modulation by proper filtering, show promising results for wave-
length conversion with pulse re-amplifying and re-shaping in 10 Gbps and 20
Gbps. The dependences on filter bandwidth and optical input power (high, me-
dium and low levels) are analyzed for conversion of originally clean and dirty
eye-diagrams at the input gate within their reshaping capability.

1 Introduction

The semiconductor optical amplifier (SOA) is a prominent key-tool device to act as
the nonlinear element in all-optical signal processing for WDM (wavelength division
multiplexing) networks [1]. Due to the maturity of this device technology, the costs to
the market are decreasing and the integration with other active and passive devices is
possible. SOA-based sub-systems are being developed to give feasible alternatives for
optical signal processing as wavelength conversion [1], switching [2] and pulse regen-
eration [3], among other important functionalities.

To implement such all-optical processing features, the phenomenon mostly used is
the SOA’s nonlinear gain behavior: the cross-gain modulation (XGM) and the cross-
phase modulation (XPM). Another important non-linear phenomenon, the four-wave
mixing (FWM), is less used due its complexity, both in hardware setup and operation,
although presenting high speed response [1]. All of them - XGM, XPM and FWM -
are reached under saturated optical gain conditions during SOA amplification, ob-
tained by injecting either high input optical powers or electronic bias current into the
SOA active cavity, or by doing both simultaneously.

The first nonlinear process, XGM, is the easiest to implement but the one with the
slowest response, and so the worst converted eye-opening performance. It can be used
to cover bit-rates not higher than 5 Gbps and with a clear input pulse’s shape format,
since XGM depends on very deep carrier density modulation. The second, XPM, is
faster than the previous one and presents better eye-opening conversion, operating
based on the fast cavity index response due to smaller carrier modulation, enabling
pulse regeneration in the 10-40 Gbps data rate range. But most XPM implementations

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 304-311, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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need expensive integrated structures to divide properly, to guide and to interfere the
original and the desired output optical channels after the amplification [4].

Recently, a novel XPM scheme was proposed by Lucent Labs (U.S.A.), using dis-
crete SOA and XPM induced red-shift chirp filtering to convert and regenerate optical
pulses, without using any integrated structure [5]. That scheme however needs a very
complex filtering tool, not so easily implemented. Here, the authors propose an even
easier alternative, based on filtering of the SOA blue-shift induced chirp by a WDM
short-band filter, to transform the frequency chirp in amplitude modulation. In this
way, it is possible to implement wavelength conversion with pulse re-amplifying/re-
shaping (2R regeneration) based just on discrete devices: an ultra-long (UL) SOA and
a WDM filter.

2 The XPM Induced Blue-Shift Chirp Filtering

The basic scheme for the XPM induced blue-shift chirp filtering sub-system is based
on an UL-SOA (L, = 10 mm, see Table 1 for other device’s simulation parameters)
and a common WDM short-band filter (free-spectral range of 25, 50 or 100 GHz,
with a super-gaussian like or a sin—square like frequency response), as illustrated in
Fig. 1 with its operation scheme.

CcwW short bandpass
7\’ optical filter
1

UL-SOA § — S

XX, Ao

(a)
~ FSR
2 1 = :
2 N N
£ 0.1 7\4]' O
5 B >2
ol
éo.m _ fime
0.001_—4 - 3
06 [00 05 10 15 AP/FSR
chirp
CW|=
PORE
1 |®
(b)

Fig. 1. Optical channel blue-shift chirp filtering (induced by XPM in UL-SOA amplification):
(a) basic set-up and (b) operation scheme for 2R wavelength conversion (super-gaussian like
filter response)

As a modulated channel A, propagates inside the very long SOA cavity, under high
optical gain (just below initial lasing oscillations), it induces itself gain-saturation and
phase modulation (SPM) due to charged carrier’s modulation. Simultaneously, the
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amplification induces XGM and XPM in a co-propagating CW channel - A, (Fig.1).
Due to the long cavity, the induced chirp correspondent to the XPM can be as high as
10 GHz to 20 GHz (positive), showing also residual Fabry-Perot oscillations and bit-
pattern dependence.

By passing the composite output optical signal (the amplified channels A, and A,
with also the ASE (amplified spontaneous emission) noise through an abrupt optical
filter, the converted signal is obtained when the A, wavelength is rightly positioned at
the filter’s low-frequency edge, and the modulated channel (A,) is positioned out of
the bypass window. With this scheme, the second channel and the ASE are totally
rejected and the first channel is also highly attenuated but in such time periods it pre-
sents a huge positive optical chirp induced by the modulation code in A,. So, the SOA
XPM induced chirp (frequency modulation) in the CW channel is transformed in am-
plitude modulation (FM-AM conversion). By this way, a A. (A, + ~FSR/2) output
channel is obtained with pulses varying from Gaussian like format (input pulse’s
shape, low SOA gain) to super-Gaussian like format (filter response’s shape, high
SOA gain). Due to the abrupt S-like profile in the edge of the filter band, the scheme
enables wavelength conversion with simultaneous pulse amplification and re-shaping.
The bit pattern dependence of SOA gain, due to average input power oscillations (de-
pending on how big are level “1”-bit repetition in the pulse train) is clearly noted but
does not degrade the eye-opening, as shown in the simulated eyes next.

2.1 Simulations of Eye-Opening in Wavelength Conversion

The SOA simulator used to study the scheme presented here is based on a modified
transfer matrix method (TMM) and was presented elsewhere [6,7]. Its main opera-
tional parameters are listed in Table 1. Basically, “n_z” discrete sections are used to
calculate a simultaneous propagation of two optical channels inside the SOA active
cavity, in both positive and negative directions, and so for the total ASE power, with
internal optical reflections considered just in the cavity edges. Passing from one dis-
crete section “j” to the next, each channel “k” (co and counter propagating) suffers
alterations in amplitude, in each discrete time “i”, given by the gain [8,9]:

dG,,, =T [a,(N,-N)-a, A —A, ) +a, A —A,)T- (0, +0,). (1)

kij ‘abs ‘scat

Here, Ay, = Ao — a4 (N;; — N,,) is the central frequency gain shift (see Table 1), and also
alterations in the optical phase, defined by [9]:

_2m-dz 2

doy; ; _Tk'[nef + rj_;(Nth +(Nj,j— Ny ))} .

The total output phase alterations thus obtained, as the optical channels propagates
for the entire SOA length, are the resultant XPM (or SPM) and its time first derivative
is used to determine the induced frequency chirp for each optical channel.

The simulation of optical filtering was added to the program by properly correlation
of the output power and chirp data. Two different filter shapes, sin-square like and
super-gaussian like, were implemented with four parameters to describe their basic
features: 1) insertion loss (due to internal absorption and coupling, ideally neglected
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here, [dB]); 2) response (filter function amplitude range, i.e., the transmissivity in a
logarithmic scale, [dB]); 3) free-spectral range — FSR (filter bypass window, [GHz]);
and 4) central frequency location — CFL (relative CW channel position to the filter
response window, being the FSR range equivalent to 180°, [°] ?2??). To calculate the
filter response, in each discrete-time point i, the absolute optical frequency location
A¢ is determined by:

A(i) = chirp(i) + CFL * FSR /180° 3)

Table 1. UL-SOA simulation parameters.

Symbol Definition Value (unit)
n_t # time points 6000
n_z # space points 115
dt time discretization 1ps
Lx cavity width 1.4 um
Ly cavity height 0.2 um
Lz cavity length 10147 um
Nitr carrier density at transparency 2 10 m®
Nth carrier density at threshold 4 10*m’®
oabs absorption loss 2000 m"
oscat scattering loss 100 m"
oins insertion loss 2 dB
nef effective index 34
a, gain coefficient 25 10" m’
a, gain coefficient 7.4 10®m’
a, gain coefficient 3 10°m”
a, gain coefficient 3107 m'
dn/dN differential refractive index .12 107 m’
T Confinement factor 0.4
B spont. emission coupling factor 0.0002

3 Simulation Results

For the optimized results presented in this article, the simulated SOA received a bias
current of 1100 mA (+/- 10 mA, depending on input optical power). The power of the
input CW optical channel - A; (1550 nm) - is fixed in 100 uW and the modulated
channel - A, (1530 nm) — has average levels set to high. medium and low input optical
powers. This features are used for a clean, a dirty and a very dirty input eye-opening.
Some cases are shown in the next figures, for 10 Gbps and 20 Gbps data rates. Figure
2 shows the results for 10 Gbps and super-gaussian like filter, for a clean and a very
dirty input eye-opening (high input power), and for an optimized CFL=-20° (fixed)
with FSR equal to 25 GHz, 50 GHz and 100 GHz (filter response of 30 dB).
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Fig. 2. Eye diagrams of input (clean and very-dirty signals with high power) and output (con-
verted) signals in 10 Gbps, for super-gaussian like filter with FSR of 25 GHz, 50 GHz and 100
GHz and fixed CFL=-20"and response = 30 dB

As can be seen in the upper line of Fig.2 (clean input), the converted signals present
wide eye-opening, with shorter and more abrupt pulses profile than the input signal,
but with some fluctuations on pulse width and amplitude due to pattern dependence
effects on the chirp magnitude: a long sequence of “1”-bits decreases the average op-
tical gain and so the induced chirp. The best results are obtained for the shortest filter
band (25GHz) and the highest input power, with the output eye-opening decreasing as
the filter band increases or the optical input power decreases. In order to have a merit
number to quantify the eye-opening regeneration, the relative eye amplitude ratio -
A, 1s calculated, in logarithmic scale, defined by:

bit ™" — bt J1AX S

Agye =10-lo0g T ,

min

i.e., the dB relation of the lower “1”-bit level (bit; ) with the higher “0”-bit level
(bitg™) . So, for the clean input eye with A= 16.5 dB a converted output was found
with A,,,=28.3 dB (FSR=25GHz, high input power), showing more than 10 dB in re-
shaping gain (2R-gain).

Moving to corrupted input signals (lower lines in Fig.2), quite the same output
forms are obtained but with higher variations in the “17-bit levels. Although, for a
dirty input eye-opening with A,,.= 6.5 dB an output with A,,,~=26.2 dB was obtained
(FSR=25GHz, high input power): almost 20 dB in reshaping gain.

Figure 3 presents all A,,, for the simulated data in 10 Gbps with super-gaussian like
filter, including also the low input power level results for clean (A,,.=16.5 dB), dirty
(Age~12.2 dB to 13.2 dB) and very dirty (A,,.=6.5 dB) input eyes. Fig. 3 has also a
back-to-back:line (reference-of 2R-gain:=:0,dB) to situate the positive (region above
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the line) and the negative (region below the line) 2R-gain, showing that low input
powers cannot be used is such lambda-conversion scheme without serious eye closing:
low optical input powers cannot induce enough frequency chirp in the CW channel
(due small carrier consumption) which is necessary for a good FM-to-AM conversion.
This feature can be overcome by pre-amplifying the channel before passing through
the UL-SOA.

filter FSR  high medium Jow - 2power

40 25GHz —— -O- @
] 50GHz —e— -O- --®--
35 100GHz —A— -A- -4

relative output eye-opening, dB

-5 T T T

T T T T T T T T T
6 8 10 12 14 16 18
relative input eye-opening, dB

Fig. 3. 2R gain in UL-SOA with filtering scheme for wavelength conversion, 10Gbps case
(CFL=-20°)

Fig. 3 also shows that with medium or high input powers and filters with
FSR<50GHz, the scheme can present good 2R-gain and also that the reshaping action
is higher for input eyes with bad A,,..

The best results obtained for 20 Gbps data rate are presented in Figure 4: clean and
dirty inputs, with high/medium power, and outputs for sin—square like filter (CFL= 0°)
and super-gaussian like filter (CFL= -10°), both with response of 30 dB and FSR = 50
GHz. Each box in Fig. 4 also shows its calculated A,,,, in order to compare the 2R-
gain from case to case. Both four cases show positive 2R-gain, with better perform-
ance for the sin-square like filter, which can equalize the “0”-bit levels due its more
abrupt frequency response. Fig. 4 shows 2R-gains of 9.7 dB (sin-square like) and 6.2
dB (super-gaussian like) for the clean input eye case, and 7.4 dB (sin-square like) and
2.5 dB (super-gaussian like) for the dirty input eye case. The pattern dependence can
be easily seen in Fig.4 too, feature which is also enlarged for the dirty-input case. One
alternative to minimize such behavior, besides pre-amplifying the input signal, is to
optimize the CFL within the FSR. With lower FSR and little positive CFL in the sin-
square like filter, the bit levels can be more equalized but some penalties appear in the
correspondent A,,.
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Outputs (filter type, FSR)

Inputs Sin-square like, S0GHz Super-gaussian like, 50GHz
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Fig. 4. Eye diagrams of input and output (converted) signals in 20 Gbps, for clean and dirty
inputs, high power, and outputs for filter (sin—square like (CFL=0") and super-gaussian like
(CFL= -10°), both with response = 30 dB and with FSR = 50 GHz. Each box also presents its
relative eye-opening (dB)

4 Conclusion

Some preliminary simulation results for a A-conversion sub-system based on UL-SOA
XPM frequency chirp filtering are presented for 10 Gbps and 20 Gbps data rate. Good
2R-gains are obtained (~ 20 dB) for closed input eyes with high input optical power.
Although, some fluctuations on bit-“1”" level occurred due bit-pattern dependence in
the SOA gain. This behavior can be minimized by properly pre-amplifying the optical
channel.

The set-up, totally based on discrete devices, should be experimentally imple-
mented soon using UL-SOA provided by the HHI Labs (HHI- Fraunhofer Institute for
Telecommunications [10], Germany) and commercial Bragg-gratings based filters.
Closer eye diagrams should be tested, under practical operation conditions with BER
(bit-error rate) measurements.
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Abstract. This paper analyzes the asynchronous error performance of optical
code-division multiple access systems utilizing one-dimensional and multidi-
mensional PPM codes in the presence of white Gaussian noise. The effects of
the multiple access interference combined with the noise are statistically char-
acterized by continuous probability density functions and, therefore, allowing
the investigation on the error performance of the O-CDMA systems employing
on-off keying (OOK) and on-off orthogonal (OOO) signaling. For OOK sys-
tems, the optimum decision threshold is determined and the error performance
degradation due to deviation in the threshold is considered. Furthermore, the
performances of the O-CDMA systems using OOK and OOO signaling are
compared.

1 Introduction

Optical code-division multiple-access (O-CDMA) is an optical channel-encoding
scheme, which utilizes characteristics of the channel to create multi-dimensional rep-
resentations of the bits being transmitted. O-CDMA has many desirable features in-
cluding flexibility, intrinsic security, and simplified network control and management.
These features make the technology appealing for optical access networks [1].

Perhaps the main attractive feature of the O-CDMA is the possibility of multiple
subscribers — each with different bit rates and protocols — share the channel simulta-
neously and asynchronously. The limiting factor to the traffic that the system can
support is a combination of multiple-access interference (MAI) and noise. MAI is
caused by the joint action of the cross-correlation between the sequences of N, asyn-
chronous users. In a previous work we have considered only the effect of the MAI in
O-CDMA systems using PPM codes without synchronism constraint [2]. Besides the
multiple access interference, in this work we take into account the receiver input
noise, which is modeled as an additive white Gaussian random process.

There are some alternatives to implement PPM-coded O-CDMA systems. The
simplest and first envisioned system consists in assigning a sequence of binary word,
with length L and unitary weight, for each user. If the bit duration is 7,, then the chip
time interval is 7, =7, /L, and each code word has only one chip position different
of zero. The transmission of a bit one is done by sending the code word assigned to

the user, while the all-zero word signalizes a bit zero [3], [4]. Therefore, this simple
scheme configures an on-off keying (OOK) unipolar signaling technique.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS'3124, pp. 312-321, 2004.
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More sophisticated systems can be devised by using two-dimensional PPM codes
[5] — [8]. In this case, the codes are constructed on multiple wavelengths as well vari-
ous time chips. Thus, every bit one is encoded by R PPM sequences of length L and
transmitted simultaneously on distinct sub-channels (wavelengths). Therefore, a two-
dimensional PPM code word can be pictured as an R by L binary matrix with a single
one per row. In this case, the code weight W is identical to R. Bit zero is symbolized
by the R by L null matrix. An example of a 4x5-PPM code word is shown in Figure 1.

An alternative signaling scheme makes use of R sets consisting of two OOK sub-
channels, one set for each PPM sequence. Only one sub-channel in the set is activated
during each bit interval, while the other remains in the zero state, and this scheme
constitutes an on-off orthogonal (OOO) unipolar signaling technique. In this case the
code weight W remains equal to R.
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Fig. 1. Example of a two-dimensional PPM code word with R =4 and L = 5. Each row is a
PPM sequence that can be transmitted temporally on a distinct wavelength.

2 Interference and Noise Analysis
2.1 OOK Signaling

For an O-CDMA/OOK system, the intensity of the interference X,, occasioned by the
i" user over a chip time interval of the sequence of a reference user, is a random vari-
able in the range [0, 1]. For OOK signaling, the asynchronous interference level is
characterized by the probability density function given by

S () =(1=p)&(x;)+ plu(x;)—u(x; =], (1)
where () is the Dirac delta function, u(-) is the unit step function, and p is the prob-

ability of partial superposition of the pulse of the i" user sequence on a chip of the ref-
erence sequence. Furthermore, if the data source is equiprobable then we have

P(5y) = P(5;) =1/2. Thus, the partial interference probability can be expressed as

2 . 1
p:ZP(Sl):Z )
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We have shown in [2] that the probability density function (p.d.f.) and the moment
generating function (m.g.f.) of the multiple access interference for OOK signaling due
to n active users are given, respectively, by

(=Y (7)) gy O
Sfx()=(1~=p) 5(X)+/Z_:,kz_;( .j[k)p -p) CO =D u(x — k) A3)

and

P, ()= E[e ] = zz[ j[ Jp( _py E “)

720 k=0 (S)/

The noise can be modeled as a zero-mean white Gaussian random process. Conse-
quently, the p.d.f. of the noise can be written as

— 1 —WZ/ZGZ
Jw (W) o \/ﬁe ©)

and, accordingly, the noise m.g.f. is given by
D, (W)=E [esw ] =e” (6)

The combined effect of the interference and the white noise over any transmitted
chip results in a new random process, which can be described as

Y=X+W 7

and the distribution of the new random variable can be obtained by convoluting their
interference and noise probability density functions, that is

Se () = fx () fi,(w). (3

The result of the operation in (8) can be obtained more conveniently from the
m.g.f. of the random variable Y [9], calculated as

D, (5)= Dy (5) By (5) = ZZ( j( jp< p)ME 1;, ot o ©

and taking its inverse transform, in order to obtain the desired p.d.f., as follows:

Sy ()= ZZ( j[j a=p ( 1) I f ( 2;) j‘” (10)

Jj=0 k=0

Although the result just obtained is expressed in an analytical form, the multiple
integral operations in (10) make difficult its numerical computing. However, a more
adequate expression can be evaluated with the aid of the generalized complementary
error function [10], defined as
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erfc, (u) = j j erfe(u)du = % j:ﬂe*’zdt, m=0 an

—
m

Therefore, Equation (10) can be rewritten as

ey L _
fY(y)_(l p) Gmexp[ 262] .
+l ” Zl:( )( j -p)" j—(o-\/z) erfc, (k;yj
25E vt a2

Figure 2-a illustrates the shape of the p.d.f. of the joint action of the interference
and noise for an OOK system. The figure also shows the p.d.f. of the MAI alone,
computed by using (3). The asymmetrical nature of the random process is evident.

12)

2.2 00O Signaling

On-off orthogonal signaling utilizes two complementary channels for each PPM se-
quence and, consequently, the receiver employs two identical detectors. The binary
decision can be taken subtracting their outputs and deciding accordingly the polarity
of this new variable. Considering this scheme, the intensity of the interference X, ,
caused by the i" user on the sequence of a reference user during a chip time interval,
is a random variable normalized in the range [-1, 1]. Thus, the asynchronous interfer-
ence intensity is characterized by the probability density function given by

()= (1=2p)8(x) + plu(x, + 1) —u(x, ~ D] (13)

where p is the partial interference probability expressed in (2).

It has shown in [2] that, for OOO signaling, the p.d.f and m.g.f. of the MAI pro-
duced by n active users on any chip of the sequence of a reference user, can be ex-
pressed, respectively, as

n_J ; ) ) P k.f*l
f0=-2p 80+ 33" ) a-2py BI04y

7=1 k=0 =) G-
and
n J k _(2k—j)s

The combined effect of the interference and noise over any transmitted chip results
in a new random variable Y, which can be described again by (7) and (8). Thus, as the

input noise power is equal to 26° in this case, the resulting m.g.f. is given by

q) (S) ZZ( j[ j /(1 2 )Vt/E 1;[ (Zk ])5 o%s? (16)

andy taking therinverse transformof (16)/and using (11), we obtain that
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ey L W
Sy =01-2p) 26\/EGXP( 4sz

1 - ] J n—j (26)].71 Zk_]_y
5 Z( j(k)p (1-2p) Iy erfcu[ s j

Figure 2-b illustrates the shape of the resulting p.d.f. for an example of O-
CDMA/OOQOQO system. In this case the process has zero mean and is symmetric around
the origin.

7)

1T fy(y) 0.6 fY(y)

(b) ot X

Fig. 2. Multiple access interference combined with white Gaussian noise p.d.f. for O-CDMA
systems with parameters p = 0.1, n = 10 and 6" = 0.05. The p.d.f. of the interference alone is
delineated in dotted lines, except the delta at the origin. (a) OOK signaling; (b) OOO signaling.

3 Performance Analysis

3.1 OOK Signaling

For O-CDMA systems using multidimensional OOK signaling, each one of the N, us-
ers employs W PPM sequences that are transmitted simultaneously on distinct sub-
channels. We assume that the receiver consists of a SUM detector followed by a bi-
nary decision device. In order to rearrange the individual pulses of the received se-
quences, the SUM detector applies a variable delay in each input signal and adds them
up to produce a single resultant pulse. Thus, the ideal output signal has normalized
amplitude equal to W if s, is transmitted and zero otherwise. Moreover, the output

noise remains a zero-mean white Gaussian noise with variance equal to Wo’, where ¢
is the input noise power of each (identical) sub-channel. Thus, the signal-to-noise ra-
tio at the output of the SUM detector is improved and is given by

SNR, =W - SNR (18)

where SNR = 1/26° is the normalized input signal-to-noise ratio of each sub-channel.
The junction of W independent interference signals described in (3) produces a new
random process of identical p.d.f., except that n =W (N, —1). Therefore, Equation

(12)'can be modified; resulting in the' following p.d.f. to the new random variable Z:
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S S S S
S (2)=(01-p) Gmexp( 20'2Wj

l" I (n AN n_j@ ez
+22(1)@p R PN

19)

where n=W (N, -1).
If the symbols §, and s, are equiprobable, then the bit error probability for an O-
CDMA/OOK system is given by

P = % [ P(error | 5,) + P(error | 5,)] . (20)

Each conditional probability present in (20) can be expressed as

P(error|5,) = ffz(zﬁo)dz: ffz(z)dz

B

==V (-1

21

and

Peerror|5)= [ f.(z|5)dz= [ f,(z-W)dz

0 ; w) _ (22)
S 3Daor T e )
25 =\U)\k -1 o 2W

where 7 is decision threshold level of the decoder.
The optimum decision threshold level, 7y, is achieved when the sum of the end tail
areas delimited by v, under the conditional probability density functions f,(z|5,) and

f>(z|5,) , is minimized. This condition is satisfied by

fz(%z‘*?o):fz(}/a‘s:l)' (23)

The asymmetry in the distribution of the interference plus noise has two conse-
quences. First the conditional error probabilities given by (21) and (22) result, gener-
ally, in distinct values and the user perceives an asymmetric binary channel. Moreo-
ver, 7Y, is not a fixed value, changing with the signal-to-noise ratio and the traffic
intensity in the system.

Figure 3 shows the optimum decision threshold and the resulting bit error prob-
ability for a reference system using W =3 PPM sequences, as function of the number
of users. It can be noticed that optimum threshold varies in the range W/2<y, <W .

As expected, the lower limit occurs in the absence of interference (N, = 1), when only
the zero-mean Gaussian noise disturbs the system.
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Fig. 3. Performance of an O-CDMA/OOK system using W=3 PPM sequences of length L=100,
as function of the number of users: (a) optimum decision threshold; (b) minimum bit error
probability.

Figure 4 reveals that the upper limit for y, takes place when SNR — oo. Further,
when the signal-to-noise ratio is large enough, the interference dominates the error
performance and the bit error probability depends almost exclusively on the number
of users in the system. Under this circumstance the value of 7, is reasonably constant,
approaching W.

Optimum Threshold Level
Probability of Error
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Fig. 4. Performance of an O-CDMA/OOK system using W=3 PPM sequences of length L=100,
as function of the input signal-to-noise ratio: (a) optimum decision threshold; (b) minimum bit
error probability.

The ideal receiver requires the dynamic estimation of the optimum decision
threshold, which depends on the instantaneous traffic in the system. However, if the
SNR is reasonably large, it is feasible to establish a sub-optimal threshold such as the
impact on the performance should be small. Figure 5 shows that is possible to mini-
mize the performance degradation for light, medium or heavy traffic conditions, by
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choosing a fixed threshold value that is optimum for a certain number of users in the
desired operation range. The threshold values were fixed such as y= v (N,) for N, = 2,
5 and 10. Also, the ideal case is shown for comparison.
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Fig. 5. Degradation of the bit error probability for some fixed decision threshold levels in O-
CDMA/OOK system using W = 3 PPM sequences of length L = 100 and SNR = 20 dB.

3.2 00O Signaling

Multidimensional OOO signaling employs W sets of two-reciprocal OOK channels.
The receiver requires two identical SUM detectors and the decoding can be done by
observing the outputs of both differentially. Thus, Equation (17) can be immediately
extended for multidimensional O-CDMA/OOQOO systems, permitting to write that

1 z?
=(1-2p)' —— -
fZ(Z) ( p) 2GWGXP( 462Wj
- (24)
L0 () i n oy (Zcﬁ) 2k-j-z
) e N e

where n=W (N, -1).
The ideal output signal of the differential SUM detector is bipolar with normalized
amplitude equal to =W. Also, as f,(z) is symmetrical and has zero mean, then

Y, =0 in this case. Therefore, if the data source is equiprobable, the error probability
is given by

P. = P(error | 5,) = P(error | 5,) (25)

and, particularly, we can obtain that
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P=["fl5)dz= [ f(z-W)de

| j | 6)
IS g e ) (Zk—JJFWj
—ZZZ@@P R W

7=0 k=0

where n=W (N, -1).

Figure 6 shows comparative performance plots between OOK and OOO signaling
O-CDMA systems as function of the signal-to-noise ratio. For high and moderate
noise channels, OOO performs better than OOK and, as can be seen, these systems
usually approach their maximum attainable performance at much lower SNR levels.
Only in low-noise environments OOK signaling can be slight better than OOO. How-
ever, considering that the OOK receiver is more prone to exhibit some threshold inac-
curacy, this small benefit tends to be negligible in real systems.

Probability of Error

0 10 20 30 40 50 60
SNR (dB)

Fig. 6. Performance comparison between OOK and OOO signaling O-CDMA systems as func-
tion of the signal-to-noise ratio (W =3 and L = 100).
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Fig. 7. Bit error probability for OOK and OOO O-CDMA for an increasing number of PPM
sequences of length L = 100. The input signal-to-noise ratio in all sub-channels is SNR = 20 dB.
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Finally, Figure 7 illustrates the performance evolution of OOK and OOO signaling
O-CDMA systems by increasing the number of transmitted PPM sequences, as func-
tion of the number of users and for a fixed signal-to-noise ratio. The performance gain
obtained by augmenting the number of PPM sequences of the code is substantial and
proportionally larger for greater W values. As predicted, the OOO systems perform
significantly better than the OOK systems for the established input SNR.

4 Conclusion

We have shown that the decision threshold 7y for decoding OOK signals depend on the
multiple access interference (MAI) and signal-to-noise ratio (SNR). However, the
performance degradation of these systems can be kept relatively small by estimating

the SNR alone and computing an adequate value for .

Differently, OOO signaling requires twice as much sub-channels than OOK, but in
compensation it does not need threshold estimation and, over a large SNR range, pro-
vides better error performance than OOK systems.
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Abstract. The key device in single-photon detectors is the avalanche photodi-
ode. When used in quantum key distribution, a protocol for key distribution
with security guaranteed by quantum physics laws, the afterpulsing, false
counts caused by electrons trapped in the gain region, limits strongly the
maximal transmission rate of the system since we have, after an avalanche have
occurred, to turn off the photodiode for a fixed time before enabling the ava-
lanche photodiode to receive another photon. In this paper, aiming to overcome
the afterpulsing, three smart strategies for single-photon detection are discussed
using analytical and numerical procedures.

1 Introduction

Single-photon detectors have become important with the arising of setups for com-
munication, in 1550 nm, using single-photon pulses, as quantum teleportation and
quantum key distribution (QKD) [1-3]. This last has attracted much attention due to
its highly desirable property of inviolability assured by fundamental laws of physics.
It provides a secure change of bits, which will constitute the key for a cryptographic
scheme, and it can reveal, through a higher error rate, the presence of an eavesdropper
in the channel. The security of the quantum protocols is guaranteed by three factors: a
suitable codification of the information in a quantum property (phase of a light wave,
for example) and the fact that a quantum cannot be either split or cloned. For practical
implementation of QKD’s protocols, optical interferometers and single-photon de-
tectors [4,5] are used. One of the main drawbacks that limit the transmission rate in
QKD systems employing single-photon detectors is the afterpulsing. Although the
afterpulsing depends on the semiconductor structure, it is possible to employ smart
strategies to minimize it. In the simplest case the afterpulsing can be eliminated mak-
ing the time between two consecutive gate pulses (that enables the APD to have an
avalanche) T,= T-7, where T is the period and 7 the pulse width, large enough to
permit all traps to become empty. This strategy clearly limits the transmission rate
since, even when there is not detection during a gate pulse the hold off time, T,, will
have to be waited before enabling the APD to have an avalanche.

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 322-327, 2004.
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2 Single-Photon Detectors

The main device in a single-photon detector is the avalanche photodiode, APD. In
1550 nm InP/InGaAs-APDs are used. The avalanche in an APD can be fired only
when the reverse voltage applied to the APD (V,,,) is larger than a threshold value
named the breakdown voltage (V,). On the other hand, after the avalanche has fin-
ished, some carries remain kept in traps in the high field region. After some (average)
time those carries become free and they can start a new avalanche. When the APD is
used in the Geiger mode (V,,, > V,), after the avalanche has been started, it must be
quenched in order to do not damage the APD. This can be achieved by a circuit that
senses the avalanche and decreases V,,, to a value lower than V,. In QKD systems the
gated mode is the most used method to quench the avalanche. The voltage through
the APD remains larger than V, only during a short time window, 7. Between two
consecutive gate pulses V,, <V, and an avalanche cannot be fired. The gate pulses and

APD

gated quenching circuit are shown in Fig. 1 [4,6,7,8].

Varn (a)

S N SR B

T F Te

Fig. 1. (a) Gate pulses, (b) gated quenching circuit and (c) new gate pulses insert in the interval
T=T-.

3 Smart Strategies for Single-Photon Detection

A smarter strategy of detection that increases the transmission rate of QKD systems
was proposed and experimentally tested by NTNU group [9]. In this strategy the
period of hold off of the APD, T,, takes place only after a detection. In this way, we
can increase the gate pulse rate and only when detection occurs the period T, without
any pulse takes place. In Fig. 1.c it can be seen the traditional situation (I) in which
the distance between two neighbors gate pulses is T, and the situations in which one
D), two (IIT) and k (IV) pulses are introduced between the two pulses of the tradi-
tional situation. The mathematical analysis of this strategy is very complicated since
the probability of detection in a defined moment is dependent of the past history.
Here we limit ourselves to find analytically an upper bound for the probability distri-
bution of the number of detection for long sequences of gate pulses, and to use nu-
merical simulations to analyze the behavior of different optical setups. Let us start
considering that the sequence of gate pulses is shared in small sequences, frames, of
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(k+1) pulses having duration of T, as shown in Fig. 1.c (IV). If p is the probability of
detection during a gate pulse, the probability of detection during the interval T, P, is
given by:

PT:p+(l_p)p+...+(1—p)kp=1_(1_p)k+1 (1)

Equation (1) works only for the first frame of gate pulses. For the other frames the
correct equation would be P.=1-(1-p)’, 0 < g < k and each possible value of g occurs
with some probability that depends on what happened in the earlier frames. Hence,
for simplification, let us assume that for all frames of the gate pulse sequence the
probability of detection is constant and given by (1). Then, the probability distribu-
tion for the number of counts (or detections) in a sequence of gate pulses having &
frames is the binomial distribution:

p(n):[f jp; (1-p ¥ @)

n

and hence, the average number of counts is <C>=P £ This is the upper bound for the
average value. For a numerical simulation of a sequence having 10’ pulses, p=0.1,
considering different values of k, the following results, shown in Table 1, were found:

Table 1. Average number of counts for 10° gate pulses, with p=0.1 and different values of k.

k 0 4 9 19 49 99 499
¢ 10° 2. 10" 10* 5.10° 2.10° 10’ 200
P 0.1 0.4095 | 0.6513 0.8784 0.9948 1 1

<C>=P¢ 10* 8190 6513 4392 1989.6 10’ 200
<C>, 10* 7142.8 | 5263.5 3448.4 1695 917.9 197
<C> /(D) 0.1 0.357 0.526 0.689 0.847 0.917 | 0.985

Observing the lines 1 and 3 of Table 1, we note that, the larger the number of pulses
inserted (value of k) the larger the probability of having detection in the interval T, as
expected. We can also compare the upper bound for the average number of counts,
<C>, to the numerical value achieved, <C>_. The error is in the interval [0%,21.48%].
Moreover, the larger the value of k, the shorter the time of duration of 10° gate pulses,
hence, the interesting parameter for performance analysis is the average number of
detection by the interval of duration of the 10° pulses. This can be seen in the last line
of Table 1. Based on the results shown in Table 1, we conclude that the Norwegian
strategy permits a higher transmission rate for QKD systems, and the larger the values
of k the larger the transmission rate; however, there is saturation when k is close to
99. The maximal value of k for pulses with width 7 and duty-cycle of 50% is k=
T/(27)-1. Considering T=0.1 ms e z=10 ns, we have k_ =4999. However, as shown in
the second line of Table 1, for p=0.1, k=99 it is already good enough in order to have
P, = 1. However, the larger the value of k, the closer we stay from the upper bound
given by (1)-(2). At last, is useful to know that for low values of k the distribution of
probabilityrof thernumberof countsiisilike'Gaussian, but when the value of k becomes
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large enough, the curve change its form towards a delta function. This happens be-
cause for high values of k the probability of a count in a frame tends to one and,
hence, the number of counts in the in the whole sequence tends to & the number of
frames in the whole sequence of gate pulses.

A second strategy that can increase the transmission rate in QKD systems consists
in using two APDs instead of only one. When detection happens in one APD, the next
incoming photon may be guided to the other APD. Two situations are possible: APD
riffled (randomly chosen) (I) and switched (II), as shown in Fig. 2.

Bwssanorg

amenaarg
Fmssadolg
faliscebib =l

Optical
Coupler

Fiberoptic
Switch

L

Fig. 2. Strategy of detection employing two APDs, riftled (I) and switched (II).

The difference between the two setups is because the first one (I) uses a balanced
beam splitter to guide the incoming photon to the APD, hence, we have not control
about which path the photon will take. On the other hand, using a fiber optic switch
and an extra electronic circuit for switching, the second setup (II) permits us to realize
an optimization since we can always guide the incoming photon to the next APD able
to realize detection. In order to analyze the performance of setups in Fig. 2 (I) and
(II), we use numerical simulations. In Fig. 3 the probabilities distributions of the
number of counts are shown using the following parameters values: p=0.075, 10’
pulses and k assuming the values O and 49, respectively.

i
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Fig. 3. Distributions of probabilities of the number of counts for (a) k=0 and (b) k=49, p=0.075
and 10’ pulses. (I) Riffled. (IT) Switched.

As can be observed in Fig. 3, the larger the value of k the larger the advantage of the
setup employing fiber optic switch (II) over the setup employing optical coupler (I).
We can also easily notice that both setups are better than the strategy using only one
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APD. The average values of the number of counts for different values of k are shown
in Table 2.

Table 2. Average number of counts for the setups (I) and (II), using p=0.075 and 10’ pulses.

k 0 1 4 9 19 49 99 499
<C>, | 7501 | 7234.85 6524.15 5616.04 4379.88 2643.86 | 1592.26 | 381.38
<C>, | 7760 | 7749.80 7436.42 6734.82 5354.47 3079.47 | 1758.26 | 390.90

For low values of k, the system employing only one APD is better because the prob-
ability of detection per gate pulse, when an optical coupler or fiber optic switch are
present is lower due to loss in those devices. The loss decreases the average number
of photons arriving in the APD. In the simulations realized the probability of detec-
tion used p=0.075, corresponds to loss of approximately 1.3 dB. In order to compare
the three strategies presented, in Fig. 4 it is shown the average number of counts per
time for the three strategies.

0y 2 3 F] k 5 & 7 E

Fig. 4. Average number of counts per time, in 10° gate pulses for k =0, 1, 4,9, 19, 49, 9 e
499. 1) One APD, p=0.1. II) APDs riffled, p=0.075. III)APDs switched, p=0.075.

Observing once more the Tables 1 and 2, we see that only for large values of k the
system employing two APDs have transmission rate almost twice of the one reachable
by the system employing only one APD.

4 Conclusions

It was discussed three possible smart strategies for single-photon detection aiming to
improve the transmission rate in QKD setups. The first one, Norwegian strategy, was
analyzed through numerical simulations and an upper bound was found analytically.
The comparison between the upper bound and the results from the numerical simula-
tions showed us that, the larger the value of k (number of pulses inserted) the closer to
the upper bound the system works. After, two other strategies, employing two APDs
weregproposedsyWhilegonesAPDyisgemptying its traps, the other is able to receive a
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photon and start an avalanche. The two strategies are APD riffled and APD switched.
In the first one an optical coupler is used and the incoming photon has 50% of chance
to go to the correct APD. In the second one we have total control about which APD
will receive the photon, since an optical switch is used. Both techniques were simu-
lated numerically and, as expected, the switched scheme showed a better performance
than the riffled scheme. Even with the additional loss introduced by the optical cou-
pler or switch, the schemes employing two APDs can have a larger transmission rate
than the scheme using only one APD, if the value of k is large enough.
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Abstract. We propose an inter-arrival planning strategy that strongly
reduces path and wavelength reassignment in WDM networks protected
by sub-graph routing. It has been recently demonstrated that Sub-Graph
Routing Protection outperforms Backup Multiplexing in terms of block-
ing probability and link utilization. However, a major drawback is that
upon occurrence of a link failure, even connections that do not traverse
the faulty link may have to reassign their path or wavelength to ac-
commodate others, interrupting the service. In this paper we show that
offline inter-arrival planning of protection resources can efficiently reduce
reassignment while preserving blocking performance.

1 Introduction

Reliability is a crucial challenge for the deployment of next generation optical
networks [1]. In WDM networks a link failure may lead to serious impairments
to a large number of end users. High reliability standards can only be achieved
by protection and restoration. Protection mechanisms can be classified into two
main classes: dedicated protection or shared protection. In the first case there
are two disjoint paths connecting source and destination nodes: a working path
and a dedicated protection path with the same capacity. In the second case
different connections share protection resources, thus saving allocated spare ca-
pacity. A common variety of shared protection is Backup Multiplexing [2], where
backup paths of disjoint working paths are allocated to the same resources, thus
“multiplexing” them.

In [3] Frederick and Somani introduced a novel shared protection approach
to protect traffic against single link failures using sub-graph routing. In the pro-
posed strategy although protection paths are pre-planned, no explicit spare ca-
pacity has to be allocated in the network. The new approach exhibited promising
performance in terms of network utilization and request blocking when compared
to Backup Multiplexing. However, a major drawback of Sub-Graph Routing Pro-
tectionyis that - upenthe,occurrence0fya, link failure, even connections that do
not traverse the faulty link may have to reassign their path or wavelength to
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accommodate connections directly harmed by the failure, causing inconvenient
service interruption. This will be called altruistic reassignment. Datta, Freder-
ick and Somani [4] have recently addressed this problem introducing constraints
for connection allocation in sub-graphs that eliminate altruistic reassignment.
Nevertheless, this approach strongly increased blocking probability.

Unlike connections physically routed in the network, sub-graphs are logical
topologies stored in the system. Therefore the protection resources allocated in
the sub-graphs can be optimized offline in the interval between two network
events, i.e., connection arrivals or departures. Using this approach, we introduce
in this paper an inter-arrival planning strategy that reduces reassignment in
sub-graph routing protected networks while preserving blocking performance.

The remainder of this paper is divided into five sections. Section 2 explains
Sub-Graph Routing Protection. Section 3 shows our proposal to improve reas-
signment probability using inter-arrival planning. Section 4 presents the methods
used to evaluate the performance of the new scheme. Section 5 shows the simu-
lation results, and Sect. 6 concludes the paper.

2 Sub-graph Routing Protection

Sub-Graph Routing Protection is a new and clever way of protecting traffic.
Initially conceived to support single link failures, it has been recently extended
to support multiple and Shared-Risk Link Group failures [4]. In this paper we
simulate only single link failures, but the developed concepts can be extrapolated
to other scenarios.

The main idea of Sub-Graph Routing Protection is rather simple. A network
topology can be represented by a undirected graph G(V, F) with a vertex set
V and an edge set E. The set V represents nodes and the set E represents
bidirectional connections. We call G(V, E) the base network. A single link failure
can be represented by a sub-graph G;, which is the original graph G without an
edge e;, such that G; = G — e;. In this way all possible single-link failures in the
network can be represented by L sub-graphs, where L is the cardinality of the
edge set E.

In Sub-Graph Routing Protection a connection request is only accepted if it
can be successfully routed in each of the L sub-graphs and in the base network. In
case of a link failure the network immediately incorporates the state represented
by the corresponding sub-graph.

As an illustrative example let us consider the base network G(V, E) shown
in Fig. 1. Sub-graphs G; to G7 are formed after the base network by removing
a different link, so that all link failures are represented.

A connection request must be able to be routed in the base network and in
all sub-graphs to be accepted. Consider connection requests A-C, E-A and D-C
arriving sequentially in the example network with only one wavelength (W=1),
and that the routing algorithm chooses the shortest path available:

Lo As connectionA-C canberoutedinthe base network and all sub-graphs, it
is accepted;
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ACunnnunnns ACunnnunnnsn
EA= = = = A= = = =
D-C  Blocked D-C  Blocked

Sub-Graph G 3 Sub-Graph G Sub-Graph G 3 Sub-Graph G 5

Fig. 1. Sub-Graph Routing Protection Fig. 2. Inter-Arrival Planning

2. As connection E-A can be routed in the base network and all sub-graphs, it
is also accepted;

3. As connection D-C can not be routed in sub-graphs “1, 2, 3, 5 and 77, it is
blocked.

The two first connections are accepted and protected against single link fail-
ures. However, one should note that if link A-B or B-C fails, connection E-A,
which neither traverses links A-B nor B-C, is reassigned to path E-D-A for al-
truistic reasons.

3 Inter-arrival Planning

Inter-arrival strategies improve system performance at the cost of computational
processing [5]. Since data is processed offline between network events, i.e., a con-
nection arrival or departure, gains in performance can be achieved without wast-
ing processor time. Inter-arrival planning of connections routed in sub-graphs is
a feasible strategy because sub-graphs are not physical entities, but states to be
incorporated by the network in case of a link failure.

A requirement for a successful inter-arrival planning is that the time interval
needed for the planning - the planning time - must be shorter than the time
interval.betweennetwork,events.theinter-arrival time -, otherwise the planning
would be aborted. Nowadays the inter-arrival time in optical networks is huge,
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traffic can be considered incremental and provisioning a connection can take
hours or even days. The simulations carried out in this paper agree with the
expectation that in a near future traffic will evolve towards dynamicity, but
electronic planning time will stay much shorter than inter-arrival time.

The strategy we propose optimizes the routing and wavelength assignment
of connections in each sub-graph to mitigate altruistic reassignments. The idea
is to prioritize in sub-graph G; the routing of connections that do not traverse
edge i in the base network, allocating them in the same path and wavelength.
Connections that traverse edge ¢ in the base network, which would be anyway
reassigned in sub-graph Gj, are then allocated in the remaining capacity. If it
is not possible, the inter-arrival planning is aborted and the initial state of the
sub-graph restored.

The inter-arrival planning is carried out in each sub-graph G; by the following
steps:

1. Initial state of G; is saved;

2. All connections are cleared from Gj;

3. Two connection lists are generated: Cr — connections that traverse edge i in
the base network, C'y — connections that do not traverse edge i in the base
network;

4. Connections of list C'y are routed in G; as in the base network;

5. Connections of list C'r are routed using the shortest path among all wave-
length planes, in order of arrival;

6. If not possible to route all connections, restore initial state.

To illustrate the inter-arrival planning we applied it to the example depicted
in Fig. 1. The optimized configuration can be found in Fig. 2. Connection request
A-C is accepted and routed in the base network and in all sub-graphs, as in the
previous example. When connection request E-A arrives it is accepted and routed
in the base network and in all sub-graphs. After this network event (the arrival
of connection request E-A) lists of Table 1 are generated and the inter-arrival
planning takes place, clearing the sub-graphs and filling them according to the
steps described above.

First connections of list C'y are routed, succeeded by connections of list Cp.
After the inter-arrival planning, connection E-A is routed in sub-graphs G; and
G5 just like in the base network, avoiding the unnecessary path reassignment in
case of failure in links A-B or in B-C. Connection D-C is blocked for the same
reason as explained before.

4 Performance Evaluation

We evaluate the performance of the inter-arrival planning strategy through sim-
ulations performed by the optical networks simulator developed at the OptiNet,
Optical Networking Laboratory at the State University of Campinas - UNI-
CAMP. The simulatorwaswrittendn.the Java programming language. All con-
nections are bidirectional with 16 wavelengths. Uniform traffic is assumed. The
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Table 1. Connection Lists

Sub-Graph  Cn Cr

G1 E-A AC
G2 E-A AC
Gs A-C E-A
G4 A-CE-A -
Gs A-CE-A -
Ge A-CE-A -
Gr A-CE-A -

arrival of connection requests follows a Poisson distribution, and the holding
time is exponentially distributed. We simulated three network topologies as in
[4]: the 14-node, 23-link NSFNet; 9-node, 18-link 3x3 Mesh-Torus; and the 11-
node, 22-link NJLATA. Two performance metrics were investigated: Blocking
Probability and Probability of Reassignment. The second is the probability that
a connection has to change its path or wavelength to survive a single failure in
any link of the network. Although in [4] the probability of only path reassign-
ment was investigated, we believe that wavelength reassignment is essential to
evaluate the system performance since it also causes service interruption. The
curves are calculated by averaging the results of the 10 last rounds of a series
of 11 with 1000 connection requests each, to simulate a steady state network
occupancy.

4.1 RWA in the Base Network

Connections are routed in the base network using Dijkstra’s shortest path algo-
rithm, in terms of hop count, applied to the physical network topology. If there
are more than one shortest path, one is randomly chosen. Wavelength selection
follows the random fit scheme.

4.2 RWA in Sub-graphs
Unconstrained RWA. refers to the seminal paper on sub-graph routing [3],

which used in sub-graphs the same RWA scheme as in the base network.

Constrained RWA. refers to [4]. Here connections are constrained to follow
the same path and wavelength as in the base network in those sub-graphs which
contam all the links traversed by the connection in the base network. In the

outed using the same RWA strategy as
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Unconstrained RWA + inter-arrival planning. first a connection request
is accepted or blocked according to the “Unconstrained RWA” policy. Then the
inter-arrival planning takes place following the steps described in Sect. 3. The
RWA of connections in list Cg, step “5” of the inter-arrival planning, chooses the
wavelength with the shortest path, which is determined by applying Dijkstra’s
shortest path algorithm to all wavelength planes. The inter-arrival planning also
takes place when connections depart.

5 Results

Each of the three RWA strategies exhibited the same behavior for the simulated
topologies: 3x3 Mesh-Torus in Fig. 3, NJLATA in Fig. 4 and NSFNet in Fig. 5.
The results can be summarized as follows:

Unconstrained RWA. leads to low blocking probability, but to an extremely
high reassignment probability, which is a consequence of the random selection
of the shortest path and wavelength in sub-graphs. Maybe the use of the First
Fit wavelength assignment policy would already result in gains.

Constrained RWA. leads to no altruistic reassignment and consequently low
reassignment probability at the cost of a pronounced raise in blocking probability,
limiting the use of this policy.

Unconstrained RWA + inter-arrival planning. leads to the same low
blocking probability as in the pure “Unconstrained RWA” and low reassign-
ment probability as in the “Constrained RWA”. This can be explained by the
fact that here the request acceptance policy is the same as in the pure “Un-
constrained RWA” | while the inter-arrival planning almost eliminates altruistic
reassignment.

6 Conclusion

Sub-Graph Routing Protection is a new and powerful protection scheme. How-
ever, because of its novelty there are still several ways to improve performance.
An important weak point of the original proposal was the high probability of
path or wavelength reassignment upon the occurrence of a failure in any link
of the network. This drawback was overcome in previous works by constrain-
ing path and wavelength before accepting connection requests, which however
strongly increased blocking. In this paper we introduce an inter-arrival planning
strategy that resulted in low reassignment probability and blocking probability
similar to the original proposal. This improvement is reached at the cost of com-
putational capacity, but since data is processed between network events, there
isgno loss dn system performance, Wesconclude that inter-arrival planning is an
efficient resource to improve the performance of Sub-Graph Routing Protection.
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Abstract. In this paper we propose an adaptive routing strategy, called
Weighted Link Capacity (WLC), as a candidate solution for the routing prob-
lem. The WLC algorithm consists on choosing the path that minimizes the cost
of network resources, whilst, in parallel, maintaining the network traffic as bal-
anced as possible. Its strategy is based on the number of hops, link length and
free link capacity. We assume two constraints to block a connection: first, when
there is no free path available; second, when the distance of the path exceeds
the optical transmission reach of optical equipments without 3R regeneration,
which results in a bit error rate above an acceptable limit (e.g., 10™). The
simulation results of dynamic traffic in two hypothetical meshed networks are
shown in terms of blocking probability as a function of network load. We dem-
onstrate that WLC outperforms the traditional routing algorithms.

1 Introduction

Intelligent and transparent optical networks (ITON) [1]-[3] require an efficient and
fast wavelength routing mechanism to set up and release the connections dynami-
cally. Automatically switched optical networks (ASON), proposed in ITU-Tb [4],[5],
is a candidate for future transport technology in ITON. In ITON, the routing and
wavelength assignment (RWA) problem is defined as a problem of setting up light-
paths by routing and assigning a wavelength to each connection.

We examine the RWA problem through some traditional fixed routing algorithms
such as shortest-distance-path (SDP) and shortest-hop-path (SHP) [6], and some tra-
ditional adaptive routing algorithms such as link-state algorithm based on distance
and network state (LS-d), and link-state algorithm based on number of hops and net-
work state (LS-h) [7], [8]. All of those algorithms are based on Dijkstra’s algorithm to
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select the minimum cost routing. However, the metrics of cost for each routing algo-
rithm mentioned before is different.

In this article we propose and demonstrate a novel adaptive routing algorithm,
called Weighted Link Capacity (WLC), with a new routing strategy based on the
number of hops, link length and free link capacity. In addition, our WLC algorithm
takes into account the optical transmission reach constraint without 3R (i.e., re-
amplifier, re-shape, re-time) regeneration for optical WDM equipments. We demon-
strate that WLC outperforms those traditional routing algorithms.

2 Algorithm Description and Simulation Models

The WLC algorithm is proposed for single-fibre networks, however it can be ex-
tended for multi-fibre networks. We assume no wavelength conversion and a circuit-
switched ITON. Exploiting the concepts of link capacity and load balancing, WLC
consists of choosing the path that minimizes the cost of network resources whilst, in
parallel, maintaining the network traffic as balanced as possible.

Let v be a network state which specifies the existing lightpaths (routes and wave-
length assignments) in the network. Consider a set of wavelengths W per link, which
the bit-rate of each wavelength is B, in a single-fibre network. In WLC, the link ca-
pacity on link /, C(W,B), is defined as the throughput in bits per second, i.e.,

C(W,B), =W B. (1)

Similar to (1), the free link capacity on link / in the state y, C(u,B, i), is defined as

C(u,B,y), =W B(1-u), )

where u is the number of used wavelengths divided by W.

Observing the Eq. (2), when u increases C(u,B, y),, decreases and, consequently,
that link / will eventually be congested. It means the routing strategy should avoid to
select that link / as part of a chosen path for a given connection request. Therefore,
the cost of choosing that link / will be high. WLC also considers the number of hops
and distance as part of its routing strategy. Either the number of hops or distance can
increase the cost to choose a path in case it is large or long, respectively. For example,
selecting a path with large number of hops increases the blocking probability on that
chosen wavelength for next connection requests. Furthermore, selecting a long path
should increase the blocking probability because of the degradation of optical signal
quality, which results in a high bit error rate (BER).

Thus, the routing strategy of WLC algorithm is formulated, as follows:

Minimize : M 3)

where
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M is the metric of cost, H is the number of hops along the path, D, is the length of
link i, n is the number of links along the path, K and Q are constants, R is the
maximum optical signal transmission reach without 3R regeneration. In this paper we
assume R =600 km.

In (4), M represents the result of the influences of number of hops, link distance
and free link capacity on choosing the path for a given connection request. Both in-
fluences of number of hops and link capacity on choosing the path can be as sensitive
as possible through the constants K and Q. When u is equal to 1 on link [ it indicates
that link / is congested and so M is set as infinite.

In (5), R, is 600 kilometres for each wavelength A, maintaining the BER below an
acceptable limit (e.g., 10™). It is an approach to simplify the BER calculation, once
the maximum optical transmission reach depends on the number of wavelengths and
several optical impairments along the path [9]. The advantage of this approach is that
it saves processing time of routing calculation at each OXC. That approach could be
extended in case there is a curve of maximum optical transmission reach as a function
of the number of wavelengths for an acceptable limit of BER, e.g. 10™°, measured
from a point-to-point optical system. Finally, WLC selects the shortest-cost-path that
satisfies the routing strategy in (3)-(5).

Once the WLC algorithm selects that shortest-cost-path, it invokes a wavelength
assignment algorithm, e.g. First Fit (FF), for choosing a wavelength to establish a
lightpath for that (s,d) pair. We assume two conditions to block a connection request:
First, if there is no route which distance is less or equal to 600 kilometres; Second, if
there is no available wavelength on that selected path.

Our WLC algorithm is implemented in C++ codes. The blocking probability is
obtained upon the simulation of a set of bidirectional calling requests (5x10’ calls).
We use Poisson distribution for call arrivals and for call holding time. The source-
destination node pair for each call follows a uniform distribution. The simulation of
5x10° calls takes approximately 1 minute. For comparisons we also determine the
performance of some traditional routing algorithms such as shortest-distance-path
(SDP), shortest-hop-path (SHP), link-state algorithm based on distance and network
state (LS-d) and link-state algorithm based on number of hops and network state (LS-
h) under the limit of optical transmission reach without 3R regeneration as 600 km for
each lightpath. WLC is easy to implement and performs well in distributed environ-
ments.
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3 Simulation Results and Discussion

This paper presents the simulation results of two hypothetical single-fibre networks:
(1) metro-access meshed double rings as illustrated in Fig. 1-a (denoted as network
1); (2) long-haul meshed double rings as illustrated in Fig. 1-b (network 2). In Fig. 1-
a, all possible paths satisfy (5) for any connection request (denoted as scenario 1);
however (5) is a constraint in network 2 as shown in Fig. 1-b (scenario 2). Based on
both cases, we examine the performance of WLC compared to SDP, SHP, LS-d and
LS-h. In all simulation, we considered the following values for WLC parameters: K =
1.0; B = 10 Gbps; and Q = 2.50. For all routing algorithms applied to network 1 and
2, we assumed W = 8 wavelengths and R = 600 km.

‘max

30 -
PO,
U

i1 H®
(b
Fig. 1. Simulated networks: (a) metro-access meshed double rings; (b) long-haul meshed dou-
ble rings.

Fig. 2 shows the blocking probability of all routing algorithms mentioned before as
a function of network load for 8-wavelengths in network 1. We observe that the hop-
based routing algorithms (e.g., SHP and LS-h) perform better than the distance-based
routing algorithms (e.g., SDP and LS-d). Moreover, seeking the paths that minimize
the number of hops leads to lower blocking probability than those that minimize the
distance under no reach constraint (Eq. (5)). However, LS-h performs equal than
WLC under no reach constraint as shown in Fig. 2.

On the other hand, Fig. 3 shows the different behaviour of hop-based routing algo-
rithms in terms of blocking probability versus load under the reach constraint given
by (5). Yet the distance-based routing algorithms and WLC maintain the same be-
haviour. Examining the range of load from 5 Erlangs up to 15 Erlangs we observe
that SDP performs better than SHP. It is because SDP seeks the shortest-distance-
paths that are equal or less than 600 kilometres and so the reach constraint does not
affect them, whereas SHP seeks the shortest-hop-paths and so they are more sensitive
to the reach constraint. Above 15 Erlangs, SHP performs better than SDP because of
its SHP routing strategy. Similarly, LS-d performs better than LS-h for loads from 5
Erlangs up to 13 Erlangs. Above 13 Erlangs, LS-h performs better than LS-d. At-
tending carefully to e.g. LS-h when it performs better than LS-d, we can see that the
blocking probability of LS-h rises softly compared to LS-d. Below 25 Erlangs, the
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predominance of blocking connection for hop-based algorithms is due to unavailable
routes less or equal to 600 kilometres as shown in Fig. 3. Above 25 Erlangs, the pre-
dominance of blocking connection for hop-based algorithms is due to unavailable
wavelengths on valid selected paths.
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Fig. 2. Blocking probability versus load for 8-wavelengths in network 1.
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Fig. 3. Blocking probability versus load for 8-wavelengths in network 2.

Fig. 3 shows that the WLC algorithm outperforms the traditional routing algo-
rithms SDP, SHP, LS-d and LS-h, for blocking probabilities below 1% in network 2.
The overall behaviour of WLC algorithm is similar for both scenarios, in spite of its
blocking probability is slightly higher for the network 1. Similar to SDP and LS-d, the
blocked connections occur in WLC algorithm due to unavailable wavelengths on
selected paths.

Thus, for network topologies where the path lengths can affect the optical signal
quality and consequently, increase the BER above an acceptable limit, we should
minimize the distance instead of number of hops.

Scenarios 1 and 2 show that WLC routing strategy adapts itself to different char-
acteristics of network, where either it is necessary to minimize the number of hops
(scenario 1) or it is necessary to minimize the distance (scenario 2), but always
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maximizing the link capacity. Therefore, our proposed WLC routing strategy com-
bines harmoniously hop-count, distance and free link capacity as routing metrics and
achieves low blocking rates.

4 Conclusions

In conclusion, we have proposed and demonstrated a novel adaptive routing algo-
rithm for intelligent and transparent optical networks based on hops counts, distance
and free link capacity. WLC algorithm leads to less or equal blocking probability than
adaptive hop-based routing algorithm, and performs better than adaptive distance-
based algorithm. It is easy to implement the WLC algorithm due to a unique calcula-
tion of routing metric from the source node of an arriving connection request to the
destination node. The results in this paper clearly show that minimizing the hop-
counts and distances whilst simultaneously maximizing the link capacity has a sig-
nificant impact on blocking probability of optical networks.
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Abstract. This paper focuses on the routing and wavelength assignment
(RWA) problem in intelligent and transparent optical networks operating under
no wavelength conversion constraint for end-to-end connections in distributed
environments. We propose and demonstrate a novel wavelength assignment al-
gorithm based on hops counts and relative capacity loss, called Modified Dis-
tributed Relative Capacity Loss (M-DRCL). It consists of grouping end-to-end
routes with the same number of hops in M-DRCL tables. Dissimilar to the
DRCL algorithm, M-DRCL shows a new strategy of wavelength assignment,
including the destination node on its analysis and assuming one, more than one,
or even all potential routes from source node to destination nodes combined by
the same number of hops on its tables. We present simulation results of dy-
namic traffic in a hypothetical meshed network in terms of blocking probabili-
ties as a function of network load. We show that our M-DRCL algorithm out-
performs the traditional WA algorithms.

1 Introduction

Dense wavelength division multiplexing, used in conjunction with wavelength-
routing, is a promising mechanism for information transport in intelligent and trans-
parent optical networks (ITON) [1]-[2]. Automatically switched optical networks
(ASON) [3], [4] seems a strong candidate for future transport technology in ITON.
For such networks the routing and wavelength assignment (RWA) problem is of
paramount importance. We examine some traditional wavelength assignment (WA)
algorithms such as First Fit (FF), Relative Capacity Loss (RCL) [6] and Distributed
Relative Capacity Loss (DRCL) [6]. The FF algorithm enumerates all wavelengths
from a given set in a list and assigns the first available indexed wavelength. This
schemesrequiresrnorglobalrinformations: The RCL algorithm is based on MAX-SUM
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[7] and it requires global information such as network state and topology. RCL re-
quires also the connection request matrix and for that reason it is difficult and expen-
sive to implement in a distributed environment. The DRCL algorithm is based on
RCL, but the connection request matrix is unknown. DRCL depends strongly on a
routing table, which is implemented using the Bellman-Ford algorithm. Given a con-
nection request from source node (s) to destination node (d) and a routing table,
DRCL considers all paths from (s) to every other node in the network, excluding (d).

In this article we propose and demonstrate a novel wavelength assignment algo-
rithm, called Modified Distributed Relative Capacity Loss (M-DRCL), with a new
strategy based on hops counts and RCL. Dissimilar to the DRCL algorithm, M-DRCL
may consider all potential paths from (s) to (d), grouping them to the same hop-based
M-DRCL table. We present simulation results of dynamic traffic in terms of blocking
probability as a function of network load. We demonstrate that our algorithm outper-
forms the traditional WA-heuristic algorithms.

2 Algorithm Description

Let a sampling amount K of potential routes be selected and combined by the criteria
of same number of hops in M-DRCL tables. Each M-DRCL table contains one or
more routing with the same number of hops. On each hop-based M-DRCL table the
proposed WA algorithm calculates the total and relative capacity losses (TRCL) for
each wavelength. If there is no available wavelength, the connection request is
blocked. On the other hand, if there is a set of available wavelengths, M-DRCL will
select the wavelength that minimizes the total relative capacity loss on each hop-
based M-DRCL table. Assuming that there are two or more routings for that selected
wavelength on hop-based M-DRCL table, the proposed WA algorithm selects the
routing that produces the minimum relative capacity loss.

If there is a drawn of minimum total relative capacities through the calculation of
two or more wavelength on different hop-based M-DRCL tables, the M-DRCL will
select that wavelength on minimum hop number M-DRCL table. M-DRCL is imple-
mented in C++ codes. The blocking probability is obtained upon the simulation of a
set of bidirectional calling requests (5x10’ calls). We use Poisson distribution for call
arrivals and for call holding time. The source-destination node pair for each call fol-
lows a uniform distribution. The simulation of 5x10” calls takes approximately 1
minute. For comparisons we also determine the performance of some traditional WA-
heuristic algorithms such as First-Fit (FF), Relative Capacity Loss (RCL) and Distrib-
uted Capacity Loss (DRCL) for some fixed and adaptive routing algorithms. M-
DRCL is easy to implement and performs well in distributed environments.
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3 Simulation Models

Let ¢ be a network state which specifies the existing lightpaths (routes and wave-
length assignments) in the network. The link capacity on link / and wavelength j in
the state @, r(@lj), is defined as the number of fibres on which wavelength j is un-
used on link / in Equation (1), as follows:

r(¢5l5j):M1_D(¢)lj’ (1)

where M, is the number of fibres on link / and D(¢) is the number of assigned fibres
on link / and wavelength j in the state@. The path capacity, r(¢,p,j) on wavelength j is
the number of fibres on which wavelength j is available on the most-congested link
along the path as

r(@, p, j)=minr(@,l, j)
tex(p) . 2)

The path capacity of p in state ¢ R(@p), is the sum of path capacities on all
wavelength as

W
R(p, p)=)_min r(g,1, ))
=1 len(p) . (3)

MAX-SUM [8] chooses wavelength j to minimize the fotal capacity loss, which can
be computed as

> (@, p, H=r(@ (). p. )
peP . (4)

On the other hand, RCL [6] chooses wavelength j to minimize the relative capacity
loss, which can be computed as

r(wspsj)_r(go,(j)spsj)
Z[ (@, p.J) j

@
RCL needs previously to know the traffic matrix and determines the total relative
capacity loss for all connection requests in a single RCL table [7].

M-DRCL uses the RCL scheme to determine the relative capacity loss along the
path from (s) to (d). However, for a given (s,d) connection request, M-DRCL groups
each potential path from s to d with the equal number of hops in the same M-DRCL
table. The amount of routes is given from an adaptive routing algorithm or, depend-
ing on the number of nodes in the network, all routes could be considered. We under-
stand that two or more paths can be compared in terms of relative capacity loss when
they have got the same number of hops because (1) routes with a large number of
hops can result naturally in a higher capacity losses than routes with small number of
hops and so they cannot be compared; (2) the minimum sum of relative capacity loss
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for all paths, independently on the number of hops, in a single table does not lead to
the best choice of wavelength.

4 Simulation Results and Discussion

This paper presents the simulation results of two hypothetical single-fibre networks:
(a) proposed by Zang in [7] as shown in Fig. 1-a (called network I); (b) meshed dou-
ble rings as illustrated in Fig. 1-b (called network 2).

Fig. 2 shows the blocking probability versus load for four different RWA algo-
rithms on up to down sequence: (1) fixed routing algorithm + DRCL (static routing
table); (2) the same fixed routing algorithm + First Fit (FF); (3) adaptive routing algo-
rithm + DRCL (dynamic routing table, updated before each new connection request);
(4) all potential routes + M-DRCL. Because of the topology of network 1 is small the
blocking probability of M-DRCL is equal to DRCL.

Fig. 3 shows the blocking probability as function of load for an up to down se-
quence of RWA algorithms: (1) 10% of better potential routes from adaptive routing
(AR) algorithm + M-DRCL (10%M-DRCL); (2) AR + DRCL (dynamic routing table,
updated before each new connection request); (3) 90% of better potential routes from
AR + M-DRCL (90%M-DRCL); (4) 70% of better potential routes from AR + M-
DRCL (70%M-DRCL); (5) all potential routes + M-DRCL (all M-DRCL); (6) 40% of
better potential routes from AR + M-DRCL (40%M-DRCL); (7) 20% of better po-
tential routes from AR + M-DRCL (20%M-DRCL); and (8) 25% of better potential
routes from AR + M-DRCL (25%M-DRCL) for 16-wavelengths in network 2. In Fig.
3, we observe the performance of all WA-heuristic algorithms on decreasing se-
quence, as follows: (1) 25%M-DRCL; (2) 20%M-DRCL; (3) 40%M-DRCL; (4) all
M-DRCL; (5) 70%M-DRCL; (6) 90%M-DRCL; (7) DRCL; and (8) 10%M-DRCL.

Fig. 4 illustrates the blocking probability as function of load for 16 wavelengths in
network 2, for different routing algorithms. For a given connection request, if there
are two or more shortest-distance-paths to be selected in network 2, the dynamic
Dijkstra’s algorithm will choose that shortest-distance-path with maximum number of
free wavelengths. For the blocking probability less than or equal to 1%, M-DRCL
outperforms DRCL significantly, and M-DRCL supports 20% more load than DRCL.

Fig. 1. Examples of network topologies: (a) proposed in [7]; (b) meshed double rings.
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We observe from Fig. 3 and Fig. 4 that M-DRCL results in lowest blocking prob-
ability at 25% of better routes from AR. It means that it is enough to select a set of
few better routes from AR instead of selecting all possible routes. Under that obser-
vation, we verify that M-DRCL saves significantly the processing time of routing and
wavelength assigning calculation at each OXC. If all possible routes are considered
then M-DRCL will not depend on the routing algorithms, and even that M-DRCL
could result in lower blocking probability than DRCL.

5 Conclusions

In conclusion, we have proposed and demonstrated a novel WA-heuristic algorithm
for intelligent and transparent optical networks based on hops counts and relative
capacity loss. It leads to lower or equal blocking probability than DRCL algorithm.
Other advantage of our M-DRCL over DRCL consists of computing either a set of
few paths or all of the paths, whereas DRCL always computes all of them from a
routing table, excluding the destination node. Moreover, M-DRCL dismisses the
routing table, which contains a selected routing from a node to another, to choose a
wavelength on the connection request. Since each node knows the network state and
topology, M-DRCL can choose the wavelength from the off-online calculation of a
set of few possible routes. Therebys, it is not necessary to update the routing tables. M-
DRCL analyses the influence of assigning the wavelength on the current call among
the possible future calls and neighbour nodes in distributed environments.
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Abstract. In this paper we present an algorithm that can assign codes
in the Code Division Multiple Access (CDMA) framework for multihop
ad hoc wireless networks. In CDMA framework, collisions are eliminated
by assigning orthogonal codes to the stations such that the spectrum of
frequency can be used by all transmitters of the network at the same
time. In our setting, a large number n of distinguishable stations (e.g.
sensors) are randomly deployed in a given area of size |S|. We propose
an efficient and fully distributed algorithm, which assigns codes to the
nodes of our network so that, for any ¢ > 0, any two stations at distance
at most /(1 + £) [S] logn/m n from each other are assigned two distinct
codes.

1 Introduction

Multihop ad hoc wireless networks, such as sensor networks are becoming a more
and more important subject of research [7]. In this paper a network is a collection
of transmitter-receiver devices, referred to as stations (processors or nodes). It is
also assumed that each such station knows only its own identity (Id). Multihop
wireless networks consist in a group of stations that can communicate with each
other by messages over one wireless channel. Besides, messages may go through
intermediate stations before reaching their final destination. At any given time
t, the network may be modeled with its reachability graph: for any station u and
v, there exists one arc u — v iff v can be reached from wu.

The time is assumed to be slotted and in each time slot (round) every node
can act either as a transmitter, or as receiver, but not both. At any given time
slot, a station w acting as a receiver gets a message if and only if exactly one of
its neighbors transmits within the same round. If more than two neighbors of u
transmit simultaneously, u is assumed to receive no message (collision). More pre-
cisely, the considered networks has no ability to distinguish between the lack of
message and the occurrence of some collisions or conflicts. Therefore, it is highly
desirable to design protocols working independently of the existence/absence of
any collision detection mechanism. In this paper, we consider that a set of n
stations are initially randomly scattered (following the uniform distribution) in

* Supported by grant 1522/00-0 from CAPES, Ministry of Education, Brazil.
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a surface S of size |S|. Typically, a global model for a mobile computing envi-
ronment is a graph Gy = (V, E;) where V is the set of the stations and F; is the
set of links, which are present at time slot ¢. In our paper, the problem under
consideration consists in minimizing the number of codes of the CDMA (Code
Division Multiple Access), which is equivalent to coloring the graph G; [2]. In
the CDMA problem, collisions are removed by assigning orthogonal codes to the
stations in such a way that the whole spectrum of frequency can be used by
transmitters in the network at the same time. Each code designs the bit specifi-
cation of each station in the network [1]. To deal with the CDMA, our algorithm
solves the graph coloring problem.

2 Coloring an Euclidean Random Network

Our algorithm can be split in two steps as described in the following:

e First, each station has to discover its proper neighborhood. This is done us-
ing the randomized algorithm EXCHANGEID. This protocol needs O ((log (n))?)
steps.

e Next, once the station nodes know their neighboorhood, we run AssiGN-
CODE which is a randomized (greedy) algorithm to assign codes to the current
reachability graph.

2.1 Discovering the Neighborhood

Algorithm 1: EXCHANGEID
begin
for i:=1 to C(¢) log(n)*> do
L With probability @, each node u sends a message containing its
own identity;

end

Theorem 1. For any fized constant £ > 0, there exists a constant C(£) such

1
A+0I8]

™
then, with probability tending to 1 as n tends to oo, every node receives all the
identities of all its neighbors after an execution of EXCHANGEID.

that if the transmission radius of each station is set to r2 =

)

Proof. The proof of Theorem 1 relies on the two following facts, viz., (i) the main
properties of the random Euclidian network, and (ii) the number of iterations
T = C(¢)(log (n))? in the loop of EXCHANGEID is sufficient for each node to
send its ID at least once to all its neighbors. For (i), we refer to the results of
[8], which can be briefly stated as follows. Denote by r the transmission range of
the n nodes randomly distributed in the surface S of size |S| = O(n). Then, in
the following regimes, the graph is connected with high probability and we have
(a) For fixed values of k, that is k = O(1), ifﬂ'ﬁ?ﬂ = log n+kloglog n+w(n),
then the graph has asymptotically almost surely' a minimum degree § = k.

L Withsprobabilitystending-toslsasm—soo=For short, a.a.s. Here and throughout this
paper w(n) is a function tending to co arbitrary slowly.
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(b) Let k = k(n), but 1 < k(n) < logn/loglogn.

If Wﬁrz = logn+ k(n) loglogn, then the minimum degree (resp. maximum
degree) is a.a.s. 0 = k(n) (resp. A = e logn).

(c) It WﬁrQ = (1 + £)logn with £ > 0, then each node v of the graph has
a.a.s. d, neighbors, with

_ ¢ logn ¢ logn
Ty —— Wo (~ctrs)
(1)

where W_; and Wy denote the two branches of the Lambert W function. We
refer here to the paper of Corless et al. [3] for more precision on the Lambert W
function, which is now a special mathematical function of its own (Note that it
is implemented in almost all computer algebra tools such as MAPLE.)

Therefore, by inequality (1), within the regime considered in the assumptions
of Theorem 1, the maximum degree of the graph is (with high probability)
bounded by ¢y logn (where ¢, satisfies, e.g. ¢, = 2Wy (—=£/e (1 +¢)) [3].

Using this latter remark, let us complete the proof of our Theorem. For any
distinct pair (i,5) of connected nodes, define Xi(gj as follows: Xi(:)j = 1 iff
the node j does not receive the ID of i at time ¢ € [1, (log (n))2C(¢)] and 0
otherwise.

In other terms, the set {Xi(:)j |4, 5 #1, t € [1, (log (n))QC’(é)]} is a set of
random variables that counts the number of arcs ¢ — j, such that j never received
the ID of 4.

Denote by X the r.v. X = ZXi—’j’ where X;_,; = 1 iff Xi(i)j =1 for all

i#]
t € [1, (log (n))*>C(£)]. Now, we have the probability that i does not succeed to
send its ID to j at time t:

a5 (1)
1 1 1 ’
PriX\) =1/=(1- 1-(1-
r[ i—j ] < log(n)> * logn X( ( logn> )’

where d;(t) denotes the degree of j at time t.
Therefore, considering the whole range [1, (log (n))2C(¢)], after a bit of alge-
)log (n)2C(¥)

+ o(logn) <d, and d, < — + o(logn),

bra we obtain Pr[X,_,; = 1] < (1 - 1§g?(cfl) <exp (—In(n)e=cC(¥)),

which bounds the probability that, for all ¢ € [1, (log (n))QC(ﬁ)], 7 never sent
its ID to j.

By linearity of expectations and since from (c) the number of edges is of or-
der O(nlogn), we then have E[X] < O (nlog (n) exp (—1In(n) e~ C(¥))). Thus,
E[X] < 1 as n — oo for a certain constant C'(¢) such that, say C(£) > 2e“.
(Note that this constant can be computed for any given ¢ by using, e.g. ¢

=2 WO( —{l/e(1+ €)> and this completes the proof of Theorem 1.)
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Algorithm 2: AssiIGNCODE
begin
Each vertex u has an initial palette:
p(u) = {c1, c2, -+, Caeguy1} ; A= —Llogn/Wo (—ﬁ) ;
for i:=1 to D(¥) log (n)® do
For each vertex v do
e Pick a color ¢ from p(u) ;
e Send a message contaning ¢ with probability m ;
if no collision then
L Every station v in I'(u) gets the message properly ;

One by one (in order) every member of I'(u) send a message ;
(* This step is synchronized by always allowing A time slots. x)

if u receives all the |I'(u)| messages then
u send a message of confirmation and goes to sleep ;
every station in I'(u) removes ¢ from its palette ;

end

2.2 Assigning Codes

To assign one code to each node of the network, we use the following protocol
which we call AssIGNCODE. Each vertex u has an initial list of colors (palette)
of size deg(u) + 1 and starts uncoloured. It is important to remark here that the
stations know their neighbors (or at least a part of them) by using the previ-
ous algorithm, viz. EXCHANGEID. Then, the protocol AssiIGNCODE proceeds in
rounds. In each round, each uncoloured vertex u, simultaneously and indepen-
dently picks a color, say ¢, from its list. Next, the station v attempts to send
this information to his neighborhood denoted by I'(u). Trivially, this attempt
succeeds iff there is no collision. Before its neighbors eventually assign the color
¢ to u, they has to send one by one a message of reception. Note that this can
be done deterministically in time O(logn), since u can attribute to its active
neighbors in I'(u) a predefined ranking ranging from 1 to |I'(u)|. Therefore, u
sends an aknowledgement message, and all its neighbors perform updates of their
proper palettes and of their active neighbors. Hence, at the end of such a round
the new colored vertex u can quit the protocol.

Theorem 2. For any constant £ > 0, there exists a constant D({) such that

1+2)|S|

if the transmission radius of each station is set to r> = logn, then,

™
with probability tending to 1 as n tends to oo, any pair of nodes at distance at

most r from each other receives two different codes after invoking the protocol
ASsIGNCODE.

Proof. Although more complicated, the proof of Theorem 2 is very similar to
the-one-of - Theorem 1 For-any-distinct-node u, recall that I'(u) represents the
set of its neighbors and denote by p,, the size of its current palette. Now, define
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the random variable Y,, as follows: Y,, = 1 iff the node u remains uncoloured
after the D(¢)(logn)? steps of AssiGNCODE and 0 otherwise.

Denote by F&t) the set of active neighbors of u at any given time ¢ during
the execution of the algorithm. Suppose that we are in such time slot ¢. Inde-
pendently of its previous attemps, u remains uncoloured with probability

Pt = (1 B (A+1pu>> i (A+1pu> - (1 ) (1 ) M)””),

There is at least a collision due to one neighborv € I, ét).

Since Vt, Fét) < Aand Vo, 1 <p, <A+ 1, we have

Pt = <1 <A+1pu>) ’ (Aim) (1 <1 DW)

<(1- @) @ (1‘ (1‘2>A>
1 1 1

<l-——— < 1-— <1l—-—".
= e(A+p,) — 2e A — 6A
2
Therefore, with probability at most (1 — 6%)[)(6) log ™ exp (f%zg”g U

remains uncoloured during the whole algorithm. Thus, the expected number of
uncoloured vertices at the end of the protocol AsSIGNCODE is less than E[Y] =

Since by (1), we have A = A(f) < —2 —F198"___ it js now easy to choose
Wo(-zriFsy)

a constant D(¢) such that D(¢) > — m, and E[Y] < 1 as n — oc.

After using the well known Markov’s inequality, the proof of our Theorem is

completed.

2.3 Efficiency of the Algorithms

Both protocols use local competitions, which means that the “coin flipping”
games to access the shared wireless channel take place only between neighbors.
First, we note that the lower bound for broadcasting in a network of diameter

D is given by .Q(D log (n/D)) [5]. A node u in the network needs at least

O(|F (u)|> “local broadcasts”. By “local broadcast” we mean the sending of
information to nodes of distance at most 2r where r is the transmission range.
From the main result of [5], it takes at least Q(log (deg(u))) time slots to get all
the IDs of the neighbors of u. By (1), |[I'(u)| = ©(logn), an algorithm needs at
least £2(lognxloglogn) time slots to exchange the IDs of all the connected nodes.
Therefore, our protocol EXCHANGEID, which needs O ((logn)?) time slots, is at
mostra-O(logn/loglogm)-factor-away-from the optimal, and ASSIGNCODE is at
most a O(logn/loglogn) factor away from the optimal.
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3 Final Remarks

This paper solves the problem of assigning different codes to stations randomly
deployed in any given region S. Our results make sense and can be useful for
many reasons, including:

(1) Our settings is examplified for a large number n of fire sensors dropped by
planes in some large area S. In our paper, the areas where such sensors are
thrown need only be bounded. By contrast with numbers of existing papers, our
results reflect real-life situations where the areas under consideration are far to
be as regular as squares, rectangles or circles.

(ii) Our analysis yields key insights for the coloring problem in a rigorous frame-
work, whereas a majority of results are based on empirical results.

(iii) Assume each deployed node to be “active” with constant probability p
(0 < p < 1). All our results can be extended by taking the intensity of the process
n/|S| as pn/|S| (or by simply using n’ = pn in the analysis). An “active” node
is neither faulty nor asleep. This is especially well suited for “energy efficient”
settings when some node are inative and saving their batteries, which increases
the network’s lifetime.

(iv) We counsidered herein uniform distributions, which can be approximated by
Poisson point processes [4, pp 39-40]. Since Poisson processes are invariant [6)
if their points are independently translated, the translations being identically
distributed from some bivariate distribution (direction and distance), all our
results remain valid. Therefore, the present results can serve to cope with mobile
networks whenever the mobility model corresponds to the same translation
distribution and whenever the O ((logn)?) time slots that are needed to achieve
the coloring of the nodes can be neglected. Thus, the results of this paper can
help both researchers and designers to face many realistic situations.
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Abstract. We introduce a flexible QoS routing protocol for mobile ad hoc
network called AQOPC “Ad hoc QoS Optimal Paths based on metric Classes”.
It provides end-to-end quality of service (QoS) support in terms of various
metrics and offers accurate information about the state of bandwidth, end-to-
end delay and hop count in the network. It performs accurate admission control
and a good use of network resources by calculating multiple paths based on
different metrics, and by generating the needed service classes. To regulate
traffic, a flexible priority queuing mechanism is integrated. QoS violation
detection and adaptive recovery are assured by a mechanism based on the
prediction of the arrival time of data packets. The results of simulations show
that AQOPC provides QoS support with a high reliability and a low overhead,
and it produces lower delay than its best effort counterpart at lower mobility
rates.

1 Introduction

The next generation of wireless networks will carry diverse media such as data, voice,
and video. Therefore, it is necessary to provide quality delivery with regard to some
parameters such as bandwidth and delay for sensitive applications using voice and
video media for example. In the case of mobile ad hoc networks (MANET), the
dynamic topology and the unpredicted state of the network add other dimensions to
the problem of the satisfaction of Quality of Service (QoS).

Some protocols that have been proposed for routing in ad hoc networks, such as
DSDV [1], AODV [2], DSR [3] and ZRP [4], do take into account the specific
conditions of MANETS, but were designed without explicitly considering QoS.
Therefore, they are not eligible to support multimedia enriched services such as voice
applications. Several works have been proposed recently concerning QoS Routing in
MANETS [6-10]. Some works [7] proposed table-driven routing approaches for QoS
support. However, their performances are degraded comparatively to reactive
approaches due to the problem of stale route information. In [7], the authors address
the problem of supporting real time communications in a multihop mobile network
and they propose a protocol for QoS routing. A ticket-based QoS routing protocol was
proposed in [9]; it is based on the model assuming that the bandwidth of a link can be
determined independently of its neighboring links. These proposed QoS protocols can

J.N. de Souza et al. (Eds.): ICT 2004, LNCS 3124, pp. 354-362, 2004.
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also be classified into two schemes: source routing and distributed routing. Source
routing schemes such as [8] suffer from problems of scalability and frequent updates
of the state of the network. On the other hand, most existing distributed algorithms
(exp. [13]) require the maintaining of a global network state at every node, which may
also cause the problem of the scalability. Other researches focus on MAC layer: in [7,
11] a CDMA over TDMA channel model is introduced by using the notion of a time
slot on a link to calculate the end-to-end path bandwidth.

The aim of QoS routing is to find routes that deliver a guaranteed end-to-end QoS.
However, assuring QoS in ad hoc networks is more difficult than in others. This is
due to the frequent changes in topology and it is also due to the scarcity of resources,
some of which, like bandwidth, are shared between adjacent nodes. The optimization
of resources usage and a good cooperation between nodes are vital to the satisfaction
of some QoS in MANETSs. These factors were not always considered in the works
cited above. In this paper we present a new QoS routing protocol for mobile ad hoc
network, named “Ad hoc QoS Optimal Paths based on metric Classes” (AQOPC).
The objective is to make a good use of network resources when transmitting users
data packets. For that, AQOPC searches for multiple parallel paths that satisfy QoS
requirement constraints. To perform adequate path selections, the information on
intermediate nodes is exploited. Two service classes, similar to the ones used in the
third generation wireless telecommunication systems (3G) are introduced in AQOPC.
These classes allow a wide range of requirements as defined by 3G: interactive,
conversational, streaming, etc. Primary Service Classes (PSC) try to provide critical
guaranties (for real-time applications, for example), whereas Secondary Service
Classes (SSC) provide less critical guaranties and give other feasible paths and permit
also alternative routes recovery in the case of PSC QoS violation or error detection.
To regulate traffic, a flexible priority queuing mechanism, was developed.

The rest of the paper is organized as follows. In Section 2 we introduce the
proposed AQOPC protocol. Protocol performances and simulation results are shown
in section 3, and section 4 concludes the paper.

2 AQOPC Protocol

2.1 Route Discovery

AQOPC conforms to a pure on-demand rule. It neither maintains a global routing
table nor exchanges it periodically. The protocol relies on dynamically establishing
routing table entries in network nodes.

Paths Discovery. When a source node S is ready to communicate with a destination
for which it has no routing information, it broadcasts a route request (RREQ) short
message to its neighbors. The RREQ format is: <packet_type, source_addr,
dest_addr, sequence, previous_addr, time_to_live, hop_req, del_req, band_req>.

The node will add a route entry in its routing table, if the RREQ is accepted, with
status checked and rebroadcast the request to the next hop. This status remains valid
for a short period 27, where T, is equal to the requested delay del_req. If no reply
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packet arrives at this node in time, the route entry will be deleted at the node and
reply packets coming after this time will be ignored.

Paths Reservation. For each RREQ received by the destination, one route replay
(RREP) short message will be generated and unicasted back to the source along the
reverse route. An intermediate node, which receives an RREP, checks its resources
availability and applies a multi criteria admission control policy. A node will update
its route status to confirmed if the packet is accepted. The RREP format is :
<packet_type, source_addr, dest_addr, sequence, hop_rep, del_rep, band_rep>.

Upon receiving an RREP, a node may have to update its routing table. The main
fields of each entry in a node routing table are: <dest_addr, seq, next_hop, statuts,
hop_node, band_node, del_node>.

The dest_addr field corresponds to the destination address, seq corresponds to the
sequence number of the node in the current route, and next_hop corresponds to the
address of the next node. The field Status indicates the state of a node route (set to
checked in the paths discovery phase and set to confirmed in the paths reservation
phase). The fields del_node, hop_node, and band_node are useful for QoS control as
will be shown in section 2.3. The sequence number is used in the protocol to avoid
possible loops during path discovery.

2.2 Multi-criteria Admission Control

The admission control policy should guarantee QoS requirements for each accepted
flow. For the source QoS requirements [D, , H, , B, 1 associated respectively to the
maximum end-to-end delay, maximum hop count, and minimum bandwidth, the
policy of multi-criteria admission control assures for each flow the 3 guaranty
intervals [/, I,, I,]. The policy then selects the optimal path corresponding to the
source requirements from the convenient guaranty interval. The values a, B for a
guaranty interval /=[a, f] are calculated by the route discovery process discussed

above. Note that AQOPC operates on a hop-by-hop basis.

Bandwidth Control. Bandwidth usually represents a critical requirement for real-
time applications. In our study, the value of bandwidth 8 at node i is a function of the
node bandwidth capacity BCi and the traffic at this node Ti. We do not consider
external interferences; therefore, we do not deal with the reduced capacity through
interference from neighbouring nodes.

We call bandwidth domain ®(i) of node i that covers the first and second vicinities
of i, the set defined as follow:

@) ={ Tij/ M@, )), or nM( k), j) § -

where (N(7, j), or n(N(i, k), j)) is the neighbouring relation defined as:
N(, j) = {i has link with j}. The bandwidth £, of node i is then:

B=BCi-3T, VT, d). (1)
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The bandwidth available at node i depends on the traffic generated at this node, the
traffic travelling through this node, and the traffic generated at the neighboring nodes.

We use S in (1) as the node bandwidth to compute the path offering a maximum
bandwidth among n paths. Assume that N, 3, is the bandwidth at node k in path I, we
search MAX (y, “"),

([ MINWV, By, ... N Brs N, B,)
x""= < MINWS;, ...... N B N ) 2)
L MIN(V, B, ... N Bros N B,
5_B'(P)=MAX (3, "") . 3)

Let band_req be the value of the requested bandwidth in the RREQ message
arriving at node k in path . §_B'(P) denotes the bandwidth of the path we are looking
for. (3) is solved by using the following process. During the travelling of the RREQ
along a path I, each node k calculates MIN (band_req, N, ) and makes a decision to
forward the RREQ if the bandwidth requested is available. If no bandwidth is
available, the request is discarded. Upon receiving each RREQ, the destination will
initialize randomly the field band_rep to a value higher than its bandwidth value.
Then, a RREP is generated and sent back to the source. With the receipt of an RREP
by an intermediary node k on path /, the calculation of MIN (band_rep, N, ) is
performed and stored in the node routing table and then set to a newly generated
RREP.

The sorting algorithm for computing the maximum bandwidth is activated at the
receipt of the first RREP by the source node, and is performed upon receiving other
route response packets. J B' is the maximum bandwidth value among n RREP
received. P’ points out the associated path. We now identify the guaranty interval of
the first service class. For that, we extract the second optimal bandwidth 0B by
using (4).

8 B'(P)=MAX (x, ™" - 8 B'(P)). 4)

GI(B") = [6_B°, & B'] is the first guaranty interval for bandwidth constraint; the
optimal path associated is noted P'. Similarly, we identify the interval of the second
class:

OB =MAX (x, ™" - 6 B). (3)

GI(B®) = [0_B’, 6_B’] represents the second guaranty interval, with P’ as the feasible
associated path. We can calculate other guaranty intervals as follows:

0 B'=MAX (y,""- 5.B). (6)
and P‘is the path generated by & B, it will be the path associated to GI(B"").
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2.3 Guaranty Intervals

The guaranty intervals in AQOPC are defined by both the interval values and their
associated feasible paths. They are used by the source node to select the ad hoc
(adequate) paths depending on bandwidth, delay, or hop count requirements. The
algorithm shown in Fig.1 checks and selects the suitable service class for a flow
bandwidth requirement; we have developed other similar algorithms to achieve class
selection concerning delay and hop count constraints.

Check availability (B_flow);
{
selected = false /*initialization of variable indicating the
result of selection*/
/* we traverse service classes (the number of class is U) */
while (CS < U)
{
if (B_flow) e 1Bcs , PBes+1l ]
{ /* we have found the convenient service
class to B_flow */
PBcs = PTSELCT(]Bcs , PBes+1 1)
/* Activate the optimal path PBcs corresponding */
ACTV (PBcs)
Break;
}}

/* The bandwidth requirement did not find a suitable service class

if selected = false then
{
/* select the smallest service class CS where B flow is inferior
to Bcs */
if exist CS where (( B_flow < B.))
{ select MIN (CS)
PBcs = PTSELCT (1Bcs + Pesit 1)
selected = true
}orod
/* start the paths discovery if there is no suitable service
class*/
if selected = false Start (Paths discovery process)

}

Fig. 1. Path selection from a bandwidth guaranty interval

2.4 Priority Queuing

The prioritization scheme is an important factor for service differentiation in mobile
ad hoc network. SWAN model [12] uses priority queuing by limiting the amount of
real time traffic in order to treat the lower priority packets. AQOPC implements a
separate queue for each class (Fig. 2). Buffer space is shared between service classes:
when it is not occupied by one service class, it will be assigned to other classes if
there is need. By using priority queuing, the contention prediction and prevention
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becomes possible at node level: before occupying all buffer space, a node informs its
neighbors to slow down traffic.

__j

Data packets

Fig. 2. Priority queuing

3 Detection and Recovery of QoS Violation

3.1 The Detection of QoS Violation

QoS violation detection and recovery mechanisms are of central importance in an ad
hoc networks to support multimedia applications. AQOPC proposes a mechanism
named QoS violation by time exceeding in order to detect QoS violation. QoS
violation by time exceeding is caused by congestion as consequence to traffic
augmentation in the network and the cumulative treatment nodes. We define:

Ti: the time necessary for generating an RREQ at node i, which has del_node as the
current delay available at its routing table.

ATr: the estimated packet treatment time at the source node.

ATg: the time between sending two data packets by the application generating traffic.
Now, we can compute the estimated time TEXC for receiving a data packet j by a
node i.

TEXC (j) =T, + ATy + Y7 AT, (7

Thus, the delay QoS violation can be easily detected at a node by monitoring the
delay of the arriving data packets. If a node receives a data packet j whose delay
exceeds the maximum time requirement TEXC(j), a QoS violation by time exceeding
is detected and the QoS recovery mechanism will be triggered.

3.2 The Recovery of QoS Violation

AQOPC applies a recovery mechanism that can be used to re-establish the route along
a new path when a path is broken. The approach adapts the routing paths according to
the new network state caused by either nodes mobility or a degraded path state. When
a QoS violation is detected at a node x, a neighbor node z will send to the destination
D a short update message. Then, D will broadcast back to the source S an update
message. The same computations as in the route discovery process in term of
admission control will be performed during the traveling of the update message to S.
Note that loops are avoided by decreasing the sequence number value of node z
before it initiates the recovery process.
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Upon receiving the short update message, S activates the service class selection
algorithm. Then, the flow will be redirected by the source node according to the new
state of the network. The path of a service class which offers a nearly best solution to
the flow requirements is automatically selected. Note that the original broken path
resources are not held for a long time because resource reservation is released after
timeout. The recovery process is performed at the routing layer without adding an
excessive load or congestion to other layers.

4 Simulation Results

In the performance assessment experiments, we considered a mobile ad hoc network
of 100 nodes. The simulation is generated with the GlomoSim simulator in an area of
5000 by 5000 m. The transmission range of a node is 250m, and its data rate is 2Mb/s.

We implemented a random way point mobility model at each node in the network
for the duration of the simulation (600 seconds). We used a constant bit-rate CBR
traffic model with fixed data packets of 512 bytes at rate of 20 packets per second.
Flows have the required bandwidth B of 65kb/s and the required delay D, _of 0.35s.

min max

0,08 —#— QoS1

0,07 - - 4 - -QoS2
0,06
0,05
@ 0,04
0,03
0,02
0,01

0

Average end-to-end delay

0 2 5 10

network mobility

Fig. 3. Average delay versus node mobility

Figure 3 shows the average end-to-end delay versus node mobility. We compare
our QoS model represented by QoS1 with the best effort AODV protocol (QoS2). We
remark that the average end-to-end delay at the high mobility (above 5 m/s) is smaller
than that of the lower mobility because there is less traffic to forward in the network
when the mobility becomes high (the traffic delivered to the destination becomes
small). We notice that in both QoS1 and QoS2, the stationary scenario (offers slightly
better delay than mobility of 5 m/s because at low mobility the paths become longer,
therefore the delay of transmitting data from source to destination increases. When the
mobility is above 5 m/s, the routes between source and destination become smaller,
therefore the average end-to-end delay becomes smaller. AQOPC shows a better
result than that of the best effort protocol.

Figure 4 plots the traffic admission ratio versus node mobility. We have considered
three types of flow traffics. QoS1, QoS2, and QoS3 assure respectively the traffic of
5, 20, and 50 flows for AQOPC. For the stationary scenario, all the traffic is admitted;
about 99.8 % of the traffic is delivered to the destination.
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0 2 5 10

Netw ork mobility

Fig. 4. Traffic admission ratio versus node mobility

We notice that with increased mobility, the traffic admitted by the destination
decreases. With high traffic load, less traffic is receipted by the destination. At the
mobility 10m/s, the rate is still above 93% for a load of 5 flows, and still above 85%
for loads of 20 flows. As the load of the traffic increases, there is more congestion in
the network and path errors due to the high mobility, therefore the mechanism of
admission control is often called. Therefore, AQOPC routing protocol should not be
used in the networks with frequent nodes mobility and fast changing topologies.

—a— QoS1

— —— — Qo0S2
— -0— - QoS3

§ 30000

S 20000

(3]

o

o 10000

[

s 0

-

2560 10240 27136

Traffic transmission

Fig. 5. Packets throughput for mobility = 0, 5, 10 m/s

Figure 5 shows the packet throughput for AQOPC under different traffic loads and
node mobility v=0 (QoS1), v=5 (QoS2), v=10 (QoS3). We notice that the scenarios of
stationary and mobility 5 m/s present a high performance, and almost all the
transmitted packets are received by the destination. When the node speed v increases,
the throughput drops. The network throughput is affected by the mobility at both
MAC layer by resolving collisions caused by node movements, and at the routing
layer by reestablishing, when route break is detected, the new routes after calling the
QoS admission control.
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5 Conclusion

In this paper we presented a new QoS routing protocol based on multi-service classes
that provides per-flow end-to-end QoS support in mobile ad hoc networks. It can
build multiple paths between source and destination. AQOPC calculates the feasible
paths corresponding to different metrics associated to the application streams. Service
classes offer a guaranty for each metric. The priority queuing of AQOPC is an
efficient way to prevent a contention in the network. The simulation results show that
at lower network mobility, AQOPC produces lower delay than its best effort AODV
counterpart. It provides QoS support in mobile ad hoc networks with a high reliability
and a low overhead.
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Abstract. In the future more and more devices connected to the Internet will be
wireless. Wireless networks can be classified into two types of networks:
network with infrastructure (i.e. networks with base stations, gateway and
routing support), which is called Mobile IP, and network without infrastructure
which is called ad hoc networks. Mobile IP tries to solve the problem of how a
mobile node may roam from its network to foreign network and still maintain
connectivity to the Internet. Ad hoc network tries to solve the problem if the
infrastructure is not available or inconvenient for its use such as in rural
environments. Integrating ad hoc into Mobile IP provide new feature for Mobile
ad hoc network such as Internet connectivity, streamline communication with
another network. This paper presents the development of a test bed for
integrating Mobile Ad hoc NETwork (MANET) into Mobile IPv6.

1 Introduction

The Internet Protocol (IP) that is currently used is called IPv4. IPv4 was designed in
January 1980 and since its inception, there have been many requests for more
addresses and enhanced capabilities due to the phenomenal growth of the Internet.
Therefore, IPv6 was developed in 1992. Major changes in IPv6 are the redesign of the
header, including the increase of address size from 32 bits to 128 bits. Besides the
larger address space IPv6 also provides other new features such as address auto
configuration, enhanced mobility support and IP Security (IPSec) integrated into the
standard IPv6 protocol stack [3,6,15]. Just having more addresses does not solve the
problem of mobility. Because part of the IP address is used for routing purposes, it
must be topologically correct. This is where Mobile IP comes in.

Wireless networks are classified into two modes: Infrastructure mode and ad-
hoc mode. To provide mobility in infrastructure mode, Mobile IP is sufficient but
with ad-hoc mode both the ad-hoc routing protocols as well as the Mobile IP is
necessary. The Mobile IP tries to solve the problem of how a mobile node may roam
from its network to foreign network and still maintain connectivity to the Internet [1].
Mobile IPv6 has more features compared to Mobile IPv4 such as route optimization
and,Dynamic;HomesAgentyAddressyDiscovery (DHAAD). Ad hoc network tries to
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solve the problem if the infrastructure is not available or inconvenient for its use such
as in rural environments [7]. Ad hoc networks can be subdivided into two classes:
static and mobile [4]. In this paper we will use Mobile ad hoc networks (MANETS).

Integrating MANET with Mobile IPv6 network will extend the capabilities of
Mobile IPv6 to MANET which will introduces fast agent discovery, increases cell
coverage of access points, monitoring system provision and extend connectivity to
other networks or to Internet [1,10,11].

The rest of this paper is organized as follows: Section 2 presents related work in
integration of MANET with Mobile IPv6 network. The implementation of our
proposal will be described in Section 3 followed by Section 4, which will conclude
the paper.

2 Related Work

There are many methods of integrating MANET with Mobile IPv4. The main
difference is the routing protocol used in MANET and access point of MANET. One
of the method of Integrating Mobile IPv4 with Ad hoc networks [9] is using the
Destination-Sequenced Distance Vector (DSDV) routing protocol in the ad hoc
network. It extends access to multiple nodes in MANET to create an environment that
supports both macro and micro mobility. Another method is MIPMANET: Mobile
IPv4 for Mobile Ad hoc Networks [10]. It uses Mobile IP Foreign Agent (FA) as
access point to the internet. If any node wants Internet access, it registers in the FA
and use its home address for communication. The Ad hoc On-demand Distance
Vector (AODV) routing protocol is used to deliver packets between nodes and FA in
the ad hoc network. It provides algorithm MIPMANT Cell Switch (MMCS) to
determine when mobile node should register with a new FA. Another method of
integration is Ad hoc Network and IP Network Capabilities for Mobile Host [13]. It
uses AODV as the routing protocol in the ad hoc network and Mobile IPv4 in outside
traffic network. It uses Multihomed mobile IPv4 so that any mobile node can register
with multiple FAs simultaneously. This connectivity with multiple gateways will
enhance performance and reliability. All these methods use mobile IPv4 and they
depend of FA. Mobile IPv6, however, does not define foreign agents. To be able to
reach the Internet, mobile nodes using Mobile IPv6 need an Internet Gateway.

3 Implementation

Four personal computers identified as HA, MN, CN and Gateway had been
configured with IPv6 based on the Linux operating system as shown in Fig .1. Mobile
IPv6 which is a distribution from Helsinki University of been setup in all MANET
nodes [14]. Kernel AODV is a loadable kernel module Technology had been setup in
HA, MN and CN. Kernel AODV which is a distribution from National Institute of
Standards and Technology in US had for Linux. It implements AODV routing
between computers equipped with WLAN devices.
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Fig. 1. Network Architecture

[roobE localhost root fetcd ¢ ddnit dLimobile-ipE restart
Stopping kdobile [PuG: [ OK ]
Starting hdobile [PWE: [ OK ]

Fig. 2. Start Mobile IPv6

NAT-PT has been setup in the gateway to establish communication links
between IPv4 (MANET) network and IPv6 (Mobile IPv6) network [5]. The NAT-PT
Linux gateway has three Ethernet ports and one WLAN as shown in Fig. 1. All HA,
MN and CN are started by running the program as shown in Fig. 2.

3.1 Communication Between MN and CN

When MN starts its Mobile IPv6 program in home network, it sends multicast
message (router solicitation) to all routers until HA send router advertisement as
shown in Fig. 3. Then, MN will be assigned an address (fec0::280:c8ff:fe39:41bb/64).
This will inform MN that it is in the home network. When MN moves to a foreign
network, it attaches itself to the gateway, which advertises router advertisement
periodically as shown in Fig. 4. After MN receives router advertisement from the
gateway, it gets a CoA address (fec0::106:1100:0:280:c8ff:fe39:41bb /64). MN will
send a BU to HA and CN. MN will register all sending BU in the BU list as shown in
Fig. 4.

[reor@loe dhest roct tepdump

tepadump: listering o ethl

183749 BEEE 0 Fed0: 280080 f 304 b = IR 2 1empb: 1 outer solicitation
183730 671975 feBl: 280 adiffa81 1 abe = FIO2: 10 lempt: router adwertisemert

Fig. 3. Router Solicitations and Router Advertisements
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[rocbElocadhost roctJHmipdag 4
hobile |PWE Binding updats izt
Recipient CN: fecl:2
BIMDING bome address: fecd:] caredf
address: fec: 106110000 250:5ff39 4 1bb
expires: 20 sequence: 1stae: 1
dd ¢ 1 mas delzy 256 callback bme: 155

Recipient CH: fecl:4
BIMDING bome address: fecl:] car ek
address: fec0: 106 1100:0: 230520 4 16D
expires: 329 sequence: O stae: 1
del 2 1 mas delay 256 callback ime: 229

Fig. 4. Mobile IPv6 Binding update list in MN
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Home 2ddress Care-of Address Lifetime Twpe
fecl::l  fecO:106:1100:0:280:c8FFfe33 41bb 174 1
babile IPwE Binding cache in Ha

Home 2ddress Care-of Address Lifetime Twpe
fecl:l  fecl 1061100023 0cBfRfed3 41bb A16 2

Fig. 5. Mobile IPv6 Binding cache in CN and HA

HA and CN will keep the BU for a certain time (lifetime) in the Binding cache
as shown in Fig. 5. Beyond the stipulated lifetime, if no update of BU is received then
this shows that MN is unreachable. BU in HA, CN and in MN will be deleted once
MN returns home.

3.2 Communication Between MN and MANET Node

Kernel AODV provides route table for all MANET nodes in the MANET coverage
area as shown in Fig. 6. It also supports multihop connectivity between MANET
nodes. This gateway has a pool of IPv4 address including IPv4 subnet 10.5.0/24.
When MN attaches itself to the gateway, it gets a CoA of
(fec0:106:1100:0:280:c8ff:fe39 :41bb/64). If MN wants to communicate with
MANET node (10.5.0.30), MN creates a packet with the Source Address,
SA=fec0:106:1100:0:280:c8ff:fe39:41bb and destination address, DA= PREFIX:
10.5.0.30. The PREFIX is static and any packet originating from an IPv6 node
destined to the IPv4 network will contain that PREFIX as a part of the IPv6
destination address.

NAT-PT will translate the IP header including the source and destination
address. After translation, the source address will be a one pool address (say
10.5.0.33) and the destination address is 10.5.0.30. The NAT-PT will retain the
mapping between 10.5.0.33 and fec0:106:1100:0:280:c8ff: fe39: 41bb until the end of
the session. In case of a reverse trip, source address will be 10.5.0.30 and the
destinationgaddressywillubewl0:5:0:33::NAT-PT will change the source address to
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PREFIX: 10.5.0.30 and destination address to fecO: 106: 1100:0: 280: c8ff: fe39:
41bb. The communication will continue as shown in Fig. 7 and Fig. 8.

[root@lacahost roctJfcat fprocfaoderoute_table

Rowte Table

P | Seq |Hop Court| Mest Hop

105033 1 1 10503 ‘vdid sec/msec: 25920
105030 1 0 105030 Wdid seemsec: 195102390233 1
127001 1 0 1001 Wdid sesfm=ec: 197610239233 1

Fig. 6. Routing Table in gateway

[Foct@locahost roct[#ping 10.5.0.33

FNG 1005033 [10.5.0.33) fom 105030 : S6[3) bytes of data.
B4 bptes from 1050335 iemp_seqe 1 tl=64 time=3 54 mz

B4 bybes from 105033 icmp_seqe 1 #l=63 time=149ms [DUF]
4 bytes from 105053 icmp_seq=2 tl=64 time=4 20 m=

B4 btz from 105035 iemp_seqe? tl=E3 time=5 22 mz [DUP]

Fig. 7. Ping one pool address in Ad hoc node
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tepdump: liztering an ethl
1307102 A63524 fe0: 20 7 fee T 450 = fec0: 1061 1000 280 28 2394100 iempS:
reighbor sol: who has fedd: 10611000280 =5 f= 38 4 1bb
13£I1 (12 963905 fec0:106: 1100 0:280:c5 f 30:410E = FeB0: 20 T dfffec T 7450 icmph:
I:-:t ad«ﬁ iz Fec0: 106 1100:0 2800 B fed2:4 1L
1007 J10.5.0.30 = Fee: 106 100:0:230:05F:f=38 4 1bb: iempE: echo request
13£I1 (13 079500 fec0:106: 1100 028005 fa 394100 = 1050 30: iemph: echo reply

Fig. 8. MN receives ping request from gateway

4 Conclusion

This paper has presented a mechanism for integrating MANET with Mobile IPv6. The
IPv6 is based on Linux operating system. Mobile IPv6 test bed with MN, HA and CN
functions has been successfully setup and configured in a wired LAN environment.
MANET software has been successfully setup and configured in gateway by using
Universal Serial Port (USB) Wireless Local Area Network (WLAN) card. However,
this Mobile IPv6 test bed is limited to Linux platform because it works under the
kernel level of Linux operating system.

NAT-PT software has been successfully setup and configured in the gateway
which allows communication between MANET (IPv4) network and mobile IPv6
network.
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Abstract. Ad Hoc networking is a technology that is gaining relevance. It is
still an area under development where there are multiple open items such as
routing, addressing, interoperability and service distribution. However, one of
the major problems is the scalability. Most of the protocols designed
specifically for Ad Hoc networks show scalability problems. In this paper, we
propose network architecture for scalable Ad Hoc networks based on node
classification. Moreover, an Ad Hoc framework test bed is implemented for
validating the Ad Hoc nodes taxonomy concept. Preliminary results of the Ad
Hoc framework integrated in PDAs (iPAQ) are presented.

Keywords: Ad Hoc networks, Scalability, Backbone architecture, Routing

1 Introduction

Ad Hoc networks can be rapidly deployed, without preexistence of any fixed
infrastructure. However, scalability is a critical functionality in these networks. The
existing routing protocols in Ad Hoc networks can be either reactive or proactive.
There are many proposals in both categories in order to minimize message overhead
and also to be able to deal with the high dynamics and changing topology of these
networks. The reactive protocols have the advantages that create the route to
destination nodes only when needed. They cache the established routes and remove
them is not needed. In that sense reactive protocols provide a suitable mechanism for
Iscalable networks. Nonetheless, reactive protocols have the drawback that route
discovery may take excessive time since the route request may traverse the whole
network before the destination node is found and a suitable route is discovered.
Moreover, reactive protocols impose additional processing requirements to all nodes
involved in the route discovery. Proactive protocols are the alternative but it requires
that nodes keep all routing about neighbor links ever if the routes are not used. The
proactive or link state protocols maintain the information about all network topology.
These protocols have additional overhead since they have to periodically exchange
topology information updates with the neighbors. Thus, proactive protocols do not
suffer from the route discovery latency but instead they are less dynamic since the
network changes rapidly and the topology updates may not reflect those changes.
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There are other alternatives that define hybrid solutions where the nodes have to
implement proactive mechanism within a certain range while reactive mechanisms for
discovering the routes in a wider range (e.g. ZRP). Other optimization consists of
using a proactive mechanism but reducing the updates rates and the topology
information depending on the network range (e.g. Fisheye). Alternative solutions keep
using proactive protocols but limiting the neighbors involved in the topology updates
(e.g. OSLR). However, in all the cases the nodes have to implement the specific
mechanism either reactive, proactive or hybrid independently of their capabilities and
conditions.

Therefore, we propose to solve the scalability problem in AD Hoc networks using a
different perspective. This proposal consists of defining a node taxonomy, which
leaves up to each node the decision to identify itself with the contribution or role they
want to play in the Ad Hoc network.

The rest of the paper presents the proposed node taxonomy where the nodes are
classified in either smart or dummy nodes. The nodes when joining the network will
automatically classify themselves as one of these two types of nodes. This model
intends to study the deployment of large networks relying on the capacity provided by
these two types of nodes. Section B summarizes the proposed nodes taxonomy and
the concept of smart and dummy nodes. This section includes the algorithm for
creating an Ad Hoc backbone formed by smart nodes in order to increase the network
scalability. Section C describes the test bed implemented in order to support the
concept of dummy and smart nodes. Section D presents the preliminary results of the
nodes taxonomy in a real environment using the test bed using real devices (i.e.
iPAQ). Finally, section E presents a conclusion and directions for further research.

2 Ad Hoc Node Taxonomy

The actual proposals are either reactive (on demand routing protocols, e.g. AODV [1],
DSR [2], TORA [3]), proactive (link state routing protocols, e.g., OLSR, FSR), or
combinations of these (e.g. ZRP). There are many proposals in both categories in
order to minimize message overhead and also to be able to deal with the high
dynamics and changing topology of these networks. The existence of this variety of
protocols and solutions proposed for Ad Hoc networks resides in the fact that
scalability and reliability is still a critical problem in these networks.

As described in the introduction, the reactive protocols suffer from considerable
latency in the route discovery since the route query has to traverse the entire network.
Moreover, the reactive protocols create a lot of interferences or noise to the rest of
nodes while traversing the entire network during the route discovery.

The proactive proposals maintain a routing table with all the routes to reach all the
nodes in the network. They have a quick response time since the routes are already
available in the routing table. However, proactive protocol requires a lot of memory
for keeping all the route information on their tables. The proactive proposals have to
keep the route information up to date, which means that periodically they have to send
update messages.to all the nodes. This means a constant overhead that is reflected in
the network by having constant interferences and noise to all the nodes in the
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network. Thus, the battery and bandwidth consumption required for keeping the
routing tables up to date in the link state routing protocols is a considerable drawback.

Based on the state of the art in Ad Hoc networks and the performance results from
existing routing proposals, seems reasonable to have a hybrid solution. This solution
will use proactive protocols within a limited area and reactive protocols for a wider
area. This approach (e.g. ZRP) will solve the problem of the route discovery latency
within the closest area, while the latency remains when the destination nodes reside
out of that area. This proposal reduces the size of the routing table since the nodes
only keep the route information of all the closest nodes. The noise is also reduced and
limited to the neighborhood.

The proposed hybrid solutions consider that all nodes have to implement the proposed
hybrid protocol algorithm. Thus, all the nodes have to implement the selected
protocol. Thus, we are facing again certain overhead and we are imposing certain
requirements to the nodes since all of them have to implement the algorithm defined
in the hybrid approach. Thus, when designing a suitable routing proposal we have to
keep in mind that Ad Hoc networks require a higher degree of freedom and a fully
decentralized architecture. Ad Hoc networks suffer from reliability and scalability
problems because the nodes have to act as routers and forward other nodes messages
within the network. In addition to this essential packet-forwarding requirement for
building Ad Hoc networks, the nodes have to implement the proposed hybrid protocol
algorithm. Thus, Ad Hoc nodes may exhaust quickly their resources and became
useless.

Therefore, we propose a different perspective for solving the problem. The selected
philosophy for this proposal is still based on a hybrid solution that includes both
reactive and proactive protocols. The reactive protocols do not require nodes to store
link state information, so they are suitable for Ad Hoc networks, where the topology
is extremely dynamic. Moreover, the reactive protocols are suitable for nodes with
low resources that still can be part and contribute to the packet forwarding required in
Ad Hoc network. The proactive reduce the route discovery latency. Therefore, our
proposal consists of having a reactive and proactive or hybrid solutions but using
them based on the nodes capabilities rather than mandate their usage. We define a
node taxonomy [6] that will classify the nodes into dummy and smart nodes. In the
proposed mechanism, according to their capabilities and resources the nodes are
classified into dummy and smart nodes. Moreover, we propose defining a generic
mechanism for deploying a network backbone infrastructure for ad hoc networks. Our
proposal for extending the lifetime of the Ad Hoc networks is based in a set of core
nodes (i.e. dummy nodes), which will form a backbone. The backbone constitutes a
fully and randomly distributed infrastructure to provide service routing and resource
discovery information. This backbone is self-created by the smart nodes, thus
relieving non-backbone nodes (i.e. dummy nodes) from participating on this activity.

Any node within the network can act as smart nodes and contribute to maintaining
and extending the dimensions of the AD Hoc network. In addition to extending the
lifetime of the network, the smart nodes may form a service-provisioning
infrastructure;-which-only-requires-a-registey for storing the service description and
the mechanism for discovering that node.
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Ad result, the Ad Hoc networks will have a fully decentralized architecture based on
the proposed backbone (i.e. group of smart nodes). The complexity of routing in Ad
hoc networks can be hidden behind the proposed architecture backbone. The node
taxonomy differentiates the nodes that are capable of being part of the service
backbone, from the nodes that will use it.

3 Ad Hoc Backbone Creation

The proposed model consists of implementing fully distributed backbone architecture
for Ad Hoc networks. This approach is based on a node taxonomy that defines two
types of nodes [6]; smart and dummy nodes. The smart nodes are considered as nodes
with enough resources, that may run multiple protocols simultaneously and they are
willing to maintain routing and information about other network resources.

In real networks the AD Hoc backbone can be equivalent to have few smart nodes
randomly distributed creating the backbone (i.e. Wireless Access Points attached to
fixed infrastructure with enough capacity and resources).

3.1 Backbone Creation Algorithm

The “Ad Hoc backbone” is formed with one or many smart nodes. In order to
implement this model in real networks requires that smart nodes implement a new
“multiprotocol” architecture. The dummy nodes will be devices with limited
resources, running single Ad Hoc MANET protocol and s single network interface.

The main advantage of this architecture is that it does not add any requirement to
the nodes with limited resources (i.e. dummy) that may be running a single IETF
MANET protocol (i.e. preferably a reactive protocol such as AODV). The nodes with
enough resources (i.e. smart) are in charge of creating the backbone and assist the
overall routing process in the network. This architecture allows having a huge
diversity of nodes with different routing protocols. The smart nodes will interact with
those native IETF MANET nodes and will cooperate with them in order to extend the
network lifetime. The smart nodes may become dummy nodes at any time along their
lifetime because they exhaust their resources.

In order to implement the node taxonomy concept a multiprotocol architecture is
required in order to perform a link state routing protocol between the smart nodes and
“reactive” or “on demand” routing protocol with the dummy nodes.

3.2 Routing Information Distribution in the Backbone

The smart nodes that implement the backbone maintain the routing information
between them using link state protocols (i.e. OSLR). The smart nodes can be
organized in clusters. These clusters will use a link state mechanism between them for
sharing_the routing information. The clusters will use reactive mechanism between
them for discovering new routes in different clusters. Thus if any of the smart nodes
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in the local cluster has received a route request that is not available in its own cluster,
the smart node will issue a reactive request to the neighbor clusters asking for the
service (i.e. ZRP). If the route is not found a route error response will be returned.

3.3 Routing Information Access

Any node (i.e. dummy) can issue a service request. The nodes will not notice the
existence of a smart node except in the overall functioning of the Ad Hoc network.
The smart node will respond to the message query providing the address of the
destination node. This route request is broadcasted (TTL=1) to all the neighbors. Any
intermediate dummy node that receives a route query and has the address of a smart
node on its cache, will unicast the route query to that specific smart node that will
attend the query.

Nodes Taxonomy. The proposed distributed backbone requires implementing the
node taxonomy composed by smart and dummy nodes. This section presents the
algorithm that each node has to perform.

“Smart” node:

Network attach procedure is executed every time a dummy node becomes a smart
node. The smart node sends a broadcast message with TTL=1. In this message the
smart node is announcing its capabilities and the available information. If the smart
node does not receive any response it means that no other smart node is reachable in
the same region either directly or through any local dummy node. In case the smart
node receives a response from an existing smart node an “Ad Hoc backbone” creation
is initiated. The backbone creation consists of checking whether the number of smart
nodes reaches an optimum. The optimum consists of a maximum level of smart nodes
for avoiding excessive traffic to link state information. If the minimum is not reached
the smart node will set a link state relationship among the smart nodes for distributing
the routing information within the local region and a clustering infrastructure with
other smart nodes for the route discovery in neighbor regions. The responding smart
node will indicate to the new node whether it can join the “Ad Hoc backbone” or not
depending on the access algorithm (i.e. depending on the number of nodes in the
network and the number of nodes that already joined the “Ad Hoc backbone™).

Network attach reception occurs when the smart node receives the request from
another smart node, which is performing the network attachment. The incoming
requests are received either directly from another smart node or indirectly via an
intermediate dummy node. The smart node caches the address of the new smart node
in the network. The smart node executes the “Ad Hoc backbone” access algorithm
and sends back a unicast message to the originating smart node informing whether it
can become a smart node and join the backbone or not. If the new node can join the
backbone a link state relationship between them is established.

Route request reception occurs when the smart node receives the route request
directly from a “dummy”’ node or from another smart node.

a), The smart.node.may.receive the route request in a reactive protocol message
from a dummy node. The smart node will contain all the routing information about
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the local cluster formed by all the smart nodes located in the region nearby. If the
smart node does contain the address of the destination node, it will be inserted in the
route reply sent back to the dummy node. If the smart node does not contain the
address of the requested node, the route request will be forwarded in reactive manner
to the neighbor clusters. The smart node times out if a route response from the
neighbors cluster is not received within certain period of time. The smart node will
respond to the dummy node with route request error or route unavailable message.

b) If the smart node receives the route request from another smart node it means
that the neighbor cluster does not contain the destination node address and will issue a
reactive route discovery over all the adjacent service clusters. If the contacted smart
node contains the requested node, it will be indicated directly via unicast to the
dummy node that issued the route request. If the smart node does not contain the
address of the destination node, the route request will be forwarded according to the
multicast tree formed by the neighbor cluster heads (e.g. ZRP mechanism may be
utilized for implementing the service clustering).

“Dummy” node:

Route discovery process is executed when the node needs to find out the address
of a destination node. The route discovery process will be implemented by sending a
route request as part of the reactive protocol implemented in the dummy nodes (e.g.
AODV).

Network attach reception occurs when a dummy nodes receives the broadcast
message sent by the smart nodes entering or attaching the network.

a) The dummy receives the message and caches the smart node address. The
dummy node will use the cached address of the smart node as gateway address.

b) If the dummy node already has the address of another smart node it will be
returned to the smart node that initiated the broadcast.

Route discovery reception occurs when another dummy node is sending a route
request broadcast because it did not had the address of any smart node.

a) If the contacted dummy node had the address of any smart node, the route
request will be forwarded to that smart node that will respond directly to the dummy
node that issued the request with the address of the destination node.

b) If the contacted dummy node does not have the address of any smart node, the
route request is broadcasted following the reactive route discovery mechanism.

1) Node self classification:
Node_Classification () {
If (start) Then
CheckNodeResournces ()
If (resources>threshold) Then
node = smart
NodeRegistration ()
Else
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node=dummy
start=False

AttendQueries ()

}

2) Node enters the AD Hoc network.

NodeRegistration() {

If (node==smart) Then
CreateServiceDescription (message)
SendInfoBroadcast (TTL=1,message) ;
Wait (Timeout)

If (response)
CreateBackbone (response)
Else
CreateBackbone (NULL)
}

3) Create backbone
CreateBackbone (response) {
If (response==NULL) Then
BackboneNeighbours=0
Else if (response)
SetLinkWithSmartNeighbours ()
}

4) Attending incoming queries
AttendQueries () {
If (smart) Then
If (query==nodeRegistration) Then
If (SmartNodes<Optimum)
SendResponse (ACKresponse)
Else
SendResponse (REJECTresponse)
If (query==routeDiscovery) Then
If (routeFoundInCache)
SendResponse (RouteReply)
Else
ForwardRequest (RouteRequest,
ToNeighbourCluster)

If (dummy) Then
If (nodeRegistration) Then
If (SmartNodeAddressInCache) Then
SendResponse (SmartNodeAddress)
If (routeDiscovery) Then
If (SmartNodeAddressInCache) Then
ForwardRequest (RouteRequest,
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Else
ForwardRequest (RouteRequest,
Broadcast)

3

4 Ad Hoc Framework as Test Bed for Nodes Taxonomy

Because of the extreme conditions where the Ad Hoc networks should run, it is
envisioned that the specific conditions (i.e. network size, nodes mobility and density,
etc) will determine the suitable routing protocol to be executed. Thus it is rather
difficult to define an optimal protocol that suits for these continuously changing
conditions. In small networks suits either reactive or proactive routing protocols while
in medium to large-scale networks a Hybrid protocol between proactive and reactive
protocols should be used. Therefore, in order to validate the proposed node taxonomy
a test bed has been implemented. This test bed consists of an Ad Hoc framework that
is implemented and integrated in real nodes (i.e. Personal Digital Assistants, PDA).
Fig. 1 shows the main modules implemented in the AD Hoc framework.

Context Roaming Module

AdHoc_Framework

Routing Module
ZRP
Routin Iﬁodule Routing‘Module
9 g\M Common Module
AODV OLSR Registry
\. Network Service Data
Ad Hoc Network Modelling
Framework API p—
- > . Common Cache
Common i
Generic Ad Hoc Module|  Moduje API | o and other
ask_rt() Insert_rt()

% Kernel Ad Hoc API

Fig. 1. AD Hoc framework modules

The AD Hoc framework consists of the software package that will be implemented
in the smart nodes. This software package has been designed for supporting multiple
routing protocols running simultaneously. Thus, the smart nodes will use link state
protocol between them while reactive protocol for receiving the route request coming
from dummy nodes, which will only implement a single reactive protocol. Thus, the
Ad Hoc framework is designed as multiprotocol platform.
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The Ad Hoc framework we differentiate the component that implements the
specific routing protocols (i.e. Protocols Module) and the common module that
implements a routing cache. The common cache is the databases for storing all
routing or service information provided by the multiple routing protocols running
simultaneously in the node.

The Protocols Module is formed by routing protocols such as AODV, OLSR or
ZRP protocols, though more protocols can be added. In the actual implementation
AODYV and OLSR have been used although other ones can be used instead of those.

The Common Module is used to keep common information in the Ad Hoc Network
in order to be shared by different protocols. This information is basically routing
entries (with their routing information), time stamps, protocols running, collaboration
between protocols, etc. Inside this module there are two important parts. The Registry
which is an information file where protocol parameters are stored and the Common
Cache which is formed by the Common Cache Register Server that is a message
center which is listening for register protocols, messages to cache and between
protocols and the Cache which is a common routing table where protocols share
routes. In this way a node running one protocol can reach other nodes running a
different protocol.

The Generic Ad Hoc module is also part of the Ad Hoc framework and provides
the interface for accessing the Linux kernel. This module has functions for adding a
new route discovered, deleting an old route, updating a route or asking if a route
exists. All these operations work with Kernel Routing Table and the route information
is updated there.

Fig. 1 shows the Context Roaming module, which is not included in the AD Hoc
framework but is an important component. This module is responsible of deciding
whether the node should become smart or dummy. Thus, the Context Roaming
module has to request information from the routing and MAC layer using the API
provided by the Common Module. Moreover, this module also request to the
Common Module information about the active interfaces and their signal strengths in
case the node has to roam into a different radio interface (i.e. from WLAN into
Bluetooth or WCDMA). At the moment of performing the test this module is not
implemented yet so we base all the tests using a single WLAN interface.

5 Test Environment

The concept of nodes taxonomy is implemented in practical terms as having nodes
with multiprotocol architecture (i.e. smart nodes) and other nodes having a single
protocol; e.g. AODV (i.e. dummy nodes). Therefore, the smart nodes implementing a
“multiprotocol” architecture exploit the benefits of different routing algorithms
running simultaneously in the node and will assist the dummy nodes in the routing
process. Moreover, the smart nodes should have bigger capacity, memory, resources
and battery. Thus, in practical terms, the dummy nodes will consists of PDA (i.e. iPAQ
[7]) while the smart nodes will consist of are laptops.
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Fig. 2 shows the testing environment composed by 1 smart node and 4 dummy
nodes. The test was done in the Electrical and Communication Building in HUT. The
building has a lot of metal and iron doors and other wireless networks, which infers a
real environment for the tests. The results are affected by interferences and they had
certain changes. Fig. 3 and Fig. 4 represent the average of results in multiple tests.
The test was performed using a single smart node (i.e. the central node 1) and four
dummy nodes (i.e. the rest of nodes 2,3,4 and 5).
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Fig. 2. Test bed environment

The central node was running AODV+OLSR protocol (i.e. smart node is node 1) in
a laptop. Two of the other nodes were running AODV (i.e. dummy node running
reactive protocol; nodes 2 and 3) and the other two nodes were running OLSR (i.e.
dummy node running a proactive protocol; nodes 4 and 5). All nodes were dynamic,

some links were broken during the test.
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For the test, ICMP packets with 64 bytes long were used. The test results depicted in
following figures represent are the average after running multiple repetitions.

The results of the test shows that including a smart node in the AD Hoc network
provides remarkable results while the rest of nodes are dummies and has lower
resources and gain for contributing to the overall network lifetime.

O =~ N Wh OO N ®

OSLR AODV AODV+OSLR

—e— Packet lost average (%)

Fig. 3. Packet losses in test bed with Ad Hoc framework.

Fig. 3 shows that packet loss in the test with all the nodes running only OSLR is
highest versus the test where all the nodes are running AODV. In high mobility
conditions there are bigger packet loss in OSLR because of the latency during the link
state update so if the link is broken the packet will be lost until the link information is
updated in the routing table. After introducing a single smart node the results are
much favorable.

Fig. 4 shows that OSLR has lowest average round trip versus AODV because the
proactive protocols have available all the routes in their cache at the moment of
initiating the packet transmission. Instead the reactive protocols (e.g. AODV) have to
discover the route before they are able to initiate the data transmission. The results
show that by adding a single smart node in the network the route latency in all the
network reach the value equivalent to having all the nodes running proactive
protocols even part of the network are running a reactive protocol.
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6 Conclusions

The scalability and reliability are two characteristics that are difficult to achieve
simultaneously in Ad Hoc networks. This paper proposes a method that does not
invent a new routing protocol but instead moves the problem to a different plane. We
propose to solve the problem by relying on the node incentive to contribute to the Ad
Hoc network.

This method proposes the creation of a non-reliable “Ad Hoc backbone” based on
best-effort approach depending on the contribution from many nodes as possible. We
classify the nodes in order to differentiate the ones that will contribute to the “Ad Hoc
backbone” from the ones that benefit from it. We prove our proposal by real testing
using nodes that have extra resources and enhanced capabilities for contributing to the
Ad Hoc network. The results show that having those smart nodes the overall
performance of the network increases considerably.

Directions of future research include the analysis of the right number of smart
nodes required for obtaining the optimal network performance without requiring
excessive amount of smart nodes in the network. Moreover, game theory can be
applied for analyzing the node incentive to become part of the Ad Hoc backbone and
contribute to the network performance. The next step would be to locate the Nash
equilibrium for this behavior.
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Abstract. The DCSSRA protocol is proposed by using receiver-oriented spread
spectrum technology and the multiple mini-slots with dual code sensing
technology as the controlling method of packet collisions. The Markovian
model is proposed for analysis of average Throughput, Delay, Probability of
failure to deliver and stability. The numerical results confirm that the high
performance and stability of networks is achieved by the new protocol even
under a high traffic load condition.

1 Introduction

The focus of our research is generally on Spread Spectrum (SS) Ad Hoc networks,
which includes many complex problems. Particularly, this paper focuses on the
multiple access protocol. The SS Ad Hoc networks can benefits from the deep
research of multiple-user detection technology. E.g., Iltis [5-6